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1. INTRODUCTION

1.1 PURPOSE

The Space Security: Best Practices Guide (BPG) provides guidance on mission security
implementation in the form of principles coupled with applicable controls that cover both the space
vehicle and the ground segment. The BPG leverages security controls as defined in the National
Institute of Standards and Technology (NIST) Special Publication (SP) 800-53 and serves as a
translation guide between NIST verbiage and NASA flight project parlance. The principles are
meant to be easily achievable regardless of mission, program, or project size, scope, or whether
international, corporate, or university. The principles selected focus on a risk-based approach to
mitigating vulnerabilities, that are impediments to mission success. Principles were identified as
an initial starting point of critical implementations for missions to consider. The underlying security
principles and associated controls were identified through an iterative process to address today’s
cyber actors Tactics, Techniques, and Procedures (TTPs) used in attempts to compromise
mission capabilities. The guide is to be used as an initial starting point to mitigate against any
efforts to deny, degrade, disrupt, deceive, or destroy information and technology used to
accomplish NASA mission success.

1.2 SCOPE

This guidance applies to all mission, programs, and projects regardless of class. Missions,
programs, and projects are encouraged to use this document as a baseline for space security
principles. While this document is still in guidance form, the principles and controls will be
evaluated for inclusion into the main body of NASA Agency standards and requirements. It is
important that the missions, programs, and projects provide feedback on utility and
implementation of this guide to the Enterprise Protection Program (EPP) and Office of the Chief
Information Officer (OCIO). The term “mission” is meant to be all encompassing and include all
NASA missions, programs, and projects.

This Best Practices Guide provides guidance specific to mission, programs, and projects not
already covered in the existing NPRs and Standards. This guide does not replace Agency
requirement for missions to develop a System Security Plan (SSP) as identified in NPD 2800.1,
NPR 2810, and NPR 7120.5. Figure 1 shows a mapping of the documents influencing the mission
managers risk and programmatic decisions.

| 1 i ]

External Influencing Documents/References
* NIST 800-53
¢ MITRE ATT&CK
* Space Mission Engineering: The New SMAAD

Figure 1 Documents Influencing the Mission Manager
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Due to the significant architectural, developmental (lifecycle), and operational differences
between the space mission and ground segments, this document sets forth principles in both
space mission and ground segments. Readers are encouraged to view the full set of principles
as designed to work together to provide a layered and comprehensive defense. In addition to the
two segments, a single governance principle has been selected to provide context and guidance
for mission executive and operational leadership to include cybersecurity risk considerations in
budgeting and planning.

1.3 CHANGE AUTHORITY/RESPONSIBILITY

Currently, the Best Practice Guide will be issued under the auspices of the Enterprise Protection
Program, in coordination with OCIO, and will gather feedback on the principles with the goals of
incorporating the principles into an official NASA Standard. The standard will be developed along
the lines of how NASA-STD-1006 was developed. It is expected to move this process through a
more accelerated timeline to meet both the needs of the missions who are actively designing and
developing their technical principles and the rapidly evolving capabilities of actors.

Proposed changes to this document shall be submitted via a Change Request (CR), found in
Appendix F, to the Enterprise Protection Program for consideration and disposition. All such
requests will be evaluated semi-annually (by a large group) for inclusion or exclusion in future
versions of the guide. If a principle is recommended for implementation into a NASA
STD/NPR/NPD or other document, it will be evaluated during the same semi-annual process.

1.4  CONVENTION AND NOTATION

The Enterprise Protection Program and Office of the Chief Information Officer defines its
implementation of principle verb as follows:

“Should” — Used to indicate good practice or a goal which is desirable but not mandatory and
does not require formal verification. As applied to payloads, requirements identified to specify
proper hardware and software interfaces to contribute to overall payload mission success are
specified with “should” statements. “Should” statements not followed could result in operational
constraints or failure to meet payload objectives.

Rationales for many of the principles are intended to provide clarification, justification, purpose,
or the source of a principle. In the event that there is an inconsistency between a principle and its
rationale, the principle always takes precedence.

1.4.1 Principle Identification

The controls listed in this Best Practices Guide use a naming schema consisting of three parts.
The first section identifies where the principle is applied, either mission, ground, or governance.
The second section identifies the portion of the system the principle is applied. The final section
is a sequential number for the principle.
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1.4.2 Information Included with the Principles

In addition to the principle language and rationale, there are four additional pieces of information
(controls):

¢ Aerospace Space Threat Actor Capabilities

e MITRE ATT&K Threat Actor Tactics

¢ NIST 800-53 Revision 5 applicable cybersecurity controls

e Space Mission Security and Protection Key Performance Parameters

There are seven Threat Actor Capabilities that are tied to the original Aerospace Technical
Operating Report (Aerospace TOR-2021-01333), where multiple capabilities may be invoked by
the cyber actor:
e CAP-01: Ability to Access Networks
CAP-02: Ability to Discover and Exploit Vulnerabilities
CAP-03: Ability to Defeat Cryptography and Authentication
CAP-04: Command and Control Sophistication
CAP-05: Ability to Affect Cyber and/or Physical Systems
CAP-06: Ability to Gain Physical Access
CAP-07: Sophistication of Human Influence

Additionally, the MITRE ATT&K Threat Actor Tactics (htips://attack.mitre.org/) were explored to
provide the reader with potential paths for mitigations. There are twelve tactics that were
introduced from Industrial Control Systems (ICS) or Operational Technologies (OT). Why would
one use ICS or OT tactics vs traditional cybersecurity tactics on a space mission system? ICS
and OT systems have very similar requirements to space mission systems for timing and are often
networked together. Space-based mission systems often have multiple operating systems on a
variety of processors, that are often not protected (except the command link). Further since
Government and commercially developed spacecraft are currently incorporating common
standards and architectures such as TCP/IP and UDP in their design to enable systems
interconnection and communication. Additionally, incorporation of newer technology such as
artificial intelligence (Al) and machine language (ML) applications will potentially expand the
protection needs. As the integration and interconnection of systems continues to occur in the
future, it is important to consider the spacecraft from both information system and operational
technology views. The protection of increasingly more complex space systems will necessitate
the adaptation and implementation of Best Practices as they relate to design, intended operations,
interconnections, and zero trust perspectives. The MITRE ATT&CK Threat Actor Tactics used
were:

TAC-01: Initial Access

TAC-02: Execution

TAC-03: Persistence

TAC-04: Privilege Escalation
TAC-05: Evasion

TAC-06: Discovery

TAC-07: Lateral Movement
TAC-08: Collection

TAC-09: Command and Control
TAC-10: Inhibit Response Function
TAC-11: Impair Process Control
TAC-12: Impact
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Lastly the Space Mission Security and Protection Key Performance Parameters were used to
round out the risk-based approach. These key performance parameters are divided into three
areas or pillars to ensure a space mission systems survivability/resiliency:
e PREVENT: Design principles that remove the likelihood of cyber events
e MITIGATE: Design principles that reduce the impact and/or likelihood of cyber events
e RECOVER: Design principles that enable resiliency and restoration of capabilities
impaired due to a cyber event

Because there is no risk management framework for end-to-end integrated space mission
systems the combination of these four practices provides the beginnings of an informed risk
management framework for space missions. This combination will eventually enable engineers,
program managers, and leaders to make informed risk management decisions for space mission
cybersecurity and protection based in a system similar to what already exists for other risk
decisions that is comfortable and known. This system will be developed in the second release of
the guide.

1.5 BACKGROUND

During the months of October through December of 2021, team members from Enterprise
Protection Program (EPP) and the Office of the Chief Information Officer (OCIO) worked to
generate awareness of the need for clearly defined guidance for space mission and ground
segment cybersecurity controls. This process, driven by an explicit goal to develop a consensus
approach, met with stakeholders from across the Agency to solicit input and request participation
in a future working group.

Upon approval from the Enterprise Protection Board (EPB) to explore this topic further, EPP and
OCIO kicked-off the “Spacecraft Cyber Controls Working Group” with 45 key stakeholders from
OCIO, OCE, OSMA, SOMD, ESDMD, STMD, JPL, and SMD. The working group leveraged
existing research, reference material, and work already completed as noted below:
¢ Risk analysis, vulnerability mapping, and critical cyber controls for Space Vehicle and
Ground segments completed by Aerospace Corporation
e Flight Operations Directorate and Mission Control Center evaluation of operational
environment, contracts, and associated cybersecurity controls
e Cybersecurity requirements guidance and control template already completed by
Gateway

Through numerous feedback sessions and draft revisions with key stakeholders, a final set of 27
controls was finalized for the Space Security: Best Practices Guide (BPG).

The final document was formatted and sent out for approval October 2023.

1.6 FREQUENTLY ASKED QUESTIONS

There were many questions that were asked during the Best Practices Guide creation. What
follows are the most frequently asked:
e Why a Best Practices Guide versus formal technical requirements?
o After surveying available options for release of this artifact to NASA's mission
community, it was determined by the community that a Best Practices Guide would
allow for timely and streamlined release
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o Formal technical requirements, similar to those existing in NASA-STD-1006, can
take significant time to adopt in the mission community; due to the dynamic nature
of the space mission cybersecurity and protection area a more robust process will
need to be defined and undertaken; we may ultimately adopt some portion of this
document into formal technical standards

o The practices here do not have immediate solutions in all mission types and
architectures, and formal requirements may not be achievable or cost effective for
many missions until these concepts are implemented in product lines

There are two distinct categories of space security principles: space mission and ground
segment. What were the original sources for each group of principles?

o Space Mission

» The starting point for space mission critical principles was the risk and
vulnerability landscape applicable to space vehicle and reflects a risk-
based approach for the selection of controls; space vehicle risk analysis
research was leveraged that was conducted by Aerospace Corporation,
vetted by Department of Defense (DOD) space subject matter experts, and
approved for release by DOD

o Ground Segment

= For the ground segment, analysis was leveraged that was completed by
FOD/MCC in which NIST 800-53 controls applicable to the ground segment
were utilized and created a prioritization framework based on five criteria:
positioning and control, monitoring, availability, integrity, and confidentiality

» Work done by Aerospace Corporation for ground segment was also
utilized, which provided categorization of the NIST 800-53 controls based
on a set of questions aimed at mission teams

o For both the space mission and ground segments, the principles were down-
selected and aggregated to reach a preliminary set of Best Practice Guide critical
principles based on the above analysis and an orthogonal review to ensure the
principles proposed were sufficient to address the various stages of known cyber
actors techniques as developed in MITRE’s ATT&CK framework

o Due to NASA's civil nature specific tuning of the principles and controls were
necessary to ensure there was not excessive language or overly restrictive
principles placed on missions, programs, and projects

Is selection of these principles tied in any way to a system security categorization such as
per FIPS 1997 Or are these principles intended to be applied in a risk appropriate manner
to all spacecraft and ground segments?

o While these Best Practices Guide principles will be mapped to NIST 800-53
controls, and therefore can guide the development of a System Security Plan
(SSP) designed to support the Authority to Operate (ATO) process for systems at
each of the FIPS 199 categories (LOW, MODERATE, HIGH), Best Practices Guide
principle selection was based on risk modelling and should be used to prioritize
principles from a defense in depth model
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2. DOCUMENTS

21

APPLICABLE DOCUMENTS

Document Number Revision Document Title

ATT&CK October 2022 MITRE ATT&CK

CJCSI 6510.01 June 2015 Information Assurance (IA) and Support to Computer Network
Defense (CND)
Mission Partner Environment Information Sharing Capability

DODI 8110.01 June 2021 Implementation for the DoD

DODI 8500.01 October 2019 Cybersecurity

GP 10037 July 2021 Gateway Payload Interface Definition Document

TN Goddard Space Flight Center Rules for the Design,

GSFC-STD-1000 June 2016 Development, Verification, and Operation of Flight Systems

NASA-GB-8719.13 | March 2004 NASA Software Safety Guidebook

NASA-STD-1006 November 2020 | Space System Protection Standard

NASA-STD-8739.8 | September 2022| Software Assurance and Software Safety

) Security and Privacy Controls for Information Systems and

NIST 800-53 September 2020 Organizations

NPD 2200.1 January 2020 Management of NASA Scientific and Technical Information

NPD 2800.1 December 2019 | Managing Information Technology

NPR 1040.1 July 2003 NASA Continuity of Operations (COOP) Planning Procedural
Requirements

NPR 14411 January 2015 NASA Records Management Program Requirements

NPR 1600.1 August 2013 NASA Security Program Procedural Requirements

NPR 1600.2 September 2019| NASA Classified National Security Information
Requirements for Documentation, Approval and Dissemination of

NPR 2200.2 December 2021 Scientific and Technical Information

NPR 2810.1 January 2022 Security of Information and Information Systems

NPR 71205 August 2021 NASA Space Flight Program and Project Management

Requirements w/Change 1
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Document Number Revision Document Title

NASA Information Technology Program and Project Management

NPR 7120.7 August 2020 Requirements

NPR 71208 September 2018 11 ot Requirements (Updatod wiChage 2)
NPR 7123.1 February 2020 mgﬁaiyés:ezr)ns Engineering Processes and Requirements
NPR 7150.2 March 2022 NASA Software Engineering Requirements

NPR 8000.4 April 2022 Agency Risk Management Procedural Requirements

TOR-2018-02275 August 2018 A Need for Robust Space Vehicle Cybersecurity

TOR-2019-02178 August 2019 Satellite Telemetry Indicators for Identifying Potential Cyber

Attacks

TOR-2021-01333 April 2021 Cybersecurity Protections for Spacecraft: A Threat Based
Approach

TOR-2021-01725 June 2021 Cybersecurity Protections for Space Systems

2.2 ORDER OF PRECEDENCE

In the event of a conflict between the principles and controls of this document and references
used to create, the principles of this document are best practices and are not to supersede
referenced documentation. Resolution of any precedence conflicts are accomplished through the
use of waivers and deviations, or as per discretion of the mission manager. Nothing in this
document, however, supersedes applicable laws and regulations unless a specific exemption has
been obtained.

3. MISSION SECURITY
3.1 GOVERNANCE

3.1.1 Governance Background

Governance principles and controls address overarching mission, program, project themes that
should be addressed within the mission, program, project.

3.1.2 Principles and Associated Controls for Governance
This section provides the individual principles and associated controls related to Governance.

3.1.2.1 GV-RSK-01 Adaptive Risk Response and Resource Allocation Function

Principle: As a best practice the mission should establish a continuous process of qualitative and
quantitative mission security risk analysis and risk response for the duration of the mission.
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As a best practice the mission should establish a continuous process of qualitative and
quantitative mission security risk analysis and risk response for the duration of the mission.

Rationale: Static cybersecurity defenses are not sufficient to rapidly adapt to changing risk
conditions such as the discovery of a new cyber actors modular attack toolkit with the capability
to integrate targeting packages for entirely new platforms in very short time frames. This
requirement calls for the design and operationalization of an organizational model for
cybersecurity defense that can rapidly integrate new information across the entire lifecycle and
toolkit to reconfigure how architecture, design, testing, deployment, patching, monitoring,
analytics, alerting, and response activities are triggered, focused, and automated.

Risk mitigation recommendations should include, but not be limited to, making risk-appropriate
budgeting, contracting, procurement, and personnel assignment decisions. Effectively acting to
mitigate the identified risks will require support from the mission's management chain and mission
support providers.

This Principle Addresses These Controls:
e Addresses All CAP
e Addresses All TAC
e Addresses NIST 800-53, Revision 5, cybersecurity control(s) PM-9, PM-28, RA-7
e Addresses ALL Space Mission Security and Protection Pillars

3.2  SPACE MISSION

3.21 Space Mission Background

Space mission principles will be principles that are applicable to the space vehicle, space-based
hosted payload, or space-based infrastructure or architecture.

3.2.2 Principles and Associated Controls for Space Missions

This section provides the individual principles and associated controls related to Space Missions.
3.2.2.1 Architecture

3.2211 MI-ARCH-01 Mission Essential Data Flow Function

Principle: The mission should establish and maintain a current and accurate data flow diagram
covering mission essential data flows, including those that pass through mission-external service
providers.

Rationale: A good data flow diagram provides understanding what data is needed by the system,
and how that data flows across networks and communications links. In turn, this provides
essential insight to understand where particular risk to the system may emerge, and where
additional scrutiny or defenses may be warranted.

This Principle Addresses These Controls:
e Addresses Primary Threat Actor Capability: CAP-02: Ability to Discover and Exploit
Vulnerabilities
¢ Interdicts Earliest Threat Actor Tactic: TAC-02: Execution
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e Addresses NIST 800-53, Revision 5, cybersecurity control(s) AC-4, AC-4(2), AC-4(3),
AC-4(6), AC-4(21), CA-3, CA-3(6), SC-32
e Addresses MITIGATE Space Mission Security and Protection Pillar

3.221.2 MI-ARCH-02 Mission Least Privilege Function

Principle: The mission should employ the principles of domain separation and least privilege for
the on-board architecture, communications, and control.

Rationale: Least privilege designs will protect the main processor and core control functions of
the vehicle from compromised assemblies by limiting the actions that can be executed on shared
buses and onboard networks from recognized attack vectors. Segmentation and boundary control
on the vehicle will mitigate supply chain attacks in procured or provided assemblies and in
onboard software of varying provenance, as well as operational vulnerabilities when multiple
command paths are available (e.g., an instrument with its own command link). Fault management
systems should be employed to power off or block non-safety-critical assemblies that exhibit
behavior that suggests compromise or failure.

This Principle Addresses These Controls:
¢ Addresses Primary Threat Actor Capability: CAP-01: Ability to Access Networks
¢ Interdicts Earliest Threat Actor Tactic: TAC-07: Lateral Movement
e Addresses NIST 800-53, Revision 5, cybersecurity control(s) AC-3, AC-4, AC-6, SA-8(14),
SA-17(7), SC-3, SC-4, SC-6, SC-7(20), SC-7(21), SC-39, SI-17
e Addresses PREVENT Space Mission Security and Protection Pillar

3.2.2.2 Authentication and Authorization

3.2.2.21 MI-AUTH-01 Boundary Protection Function

Principle: The mission should establish a mediated access mechanism that prevents
unauthorized access to critical subsystems in the space segment.

Rationale: Cyber actors can exploit the ground system and use the ground segment to maliciously
interact with the space vehicle. The boundary protection may be logical or physical. Functionality
provides the following benefits:
¢ Blocks unintended (incoming/outgoing) traffic
Enables generation and maintenance of Security Logs
Prevents devices from polling other network devices
Prevents devices from polling the network for other devices
Prevents bridging of networks

Effective boundary protection should/would include confidentiality protection using encryption (as
defined by NASA STD 1006) in addition to some form of authentication (e.g., Galois/Counter
Mode GCM). This boundary protection also needs to include protection on the space vehicle side
where it protects itself from the ground being used as an attack vector. The inherent trust between
the ground and space vehicle needs addressed where the space vehicle can protect itself from
the ground in the event the ground has been compromised. Each mission should identify/define
their most critical subsystems. Critical subsystems or control interfaces should have mediated
access between mission critical control interfaces, that could create mission ending
failure/consequence through either physical or software means.
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This Principle Addresses These Controls:

Addresses Primary Threat Actor Capability: CAP-01: Ability to Access Networks
Interdicts Earliest Threat Actor Tactic: TAC-12: Impact

Addresses NIST 800-53, Revision 5, cybersecurity control(s) SC-7, SC-7(3), SC-7(4), SC-
7(5), SC-7(9), SC-7(10), SC-7(11), SC-7(12), SC-7(13), SC-7(14), SC-7(15), SC-7(16),
SC-7(17), SC-7(18), SC-7(19), SC-7(20), SC-7(21), SC-7(22), SC-7(28), SC-7(29)
Addresses PREVENT Space Mission Security and Protection Pillar

3.22.2.2 MI-AUTH-02 Comprehensive Authentication and Authorization Function

Principle: The mission should ensure only authenticated and authorized personnel, devices, and
software are allowed to access the space mission system.

Rationale:

Cyber actors can masquerade as an authorized entity in order to gain access.

Unique identifiers and associated authenticators (passwords, multi-factor physical and
virtual, securely registered biometrics) and associated processes to verify entities at time
of issuance and authenticate entities at time of access request allow the mission to provide
a risk-aligned level of assurance that only vetted entities are allowed to access mission
digital resources.

Non-mission users authorized to access mission computing resources as a specific subset
of all personnel pose a potential additional risk compared to mission users due to limited
ability to fully vet and verify their suitability. Therefore, the mission should perform a risk
assessment to determine the authorization needs of non-mission users that need to
access the system (e.g., public users supporting commercial organizations); what
information they would need to access; and its restrictions (OPSEC, Privacy Act, ITAR,
etc.). The risk assessment should incorporate supply chain considerations related to
foreign national access to Agency or other potentially sensitive information.

The existence of insecure static authenticators for access to applications and control
systems, such as hardcoded plaintext passwords or access tokens, can be discovered by
cyber actors, brute forced, and reused across multiple similar systems creating an
opportunity for rapid widespread compromise within the mission ground segment.
Therefore, the mission should define policy and procedures to ensure that the developed
or delivered systems do not embed unencrypted static authenticators in applications,
access scripts, configuration files, or store unencrypted static authenticators on function
keys. With associated decryptors on the space mission system.

Ensuring only devices known to and registered with the appropriate mission device
inventory and management platforms are allowed to access mission communications
networks significantly reduces the increased risk due to unknown devices operating within
mission environments. Therefore, the mission should provide the capability to uniquely
identify and authenticate all types of computing devices, including mobile devices and
network connected endpoint devices (including workstations, printers, servers, VolP
Phones, VTC CODECs) before establishing a network connection. In addition, the mission
should, in consultation with the system security engineers and the AO, select the
appropriate device identification and authentication mechanisms based on mission needs
and the strength of mechanism required in support of that mission. Ensuring on the space
mission system the right system has sent the right command at the right time.

The mission should establish policy and procedures to prevent individuals (i.e., insiders)
from masquerading as individuals with valid access to areas where commanding/updating
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of the space vehicle is possible. mission must ensure a comprehensive authentication and
authorization function (i.e., COMSEC and strong authentication) is available to prevent
attacker from performing potential mission ending actions like flight software upgrades,
burning read-only memory, changing fault responses, uploading stored command
sequences, or executing mission defined critical commands. The equipment and protocols
being used should include stronger encryption, authentication, and key management
procedures to reduce risk of confidentiality and integrity violations and impacting the
mission.

¢ While the rationale for this control appears to be more ground centric, while the space
mission system is in development mission personnel will be requiring access outlined in
the control.

This Principle Addresses These Controls:
e Addresses Primary Threat Actor Capabilities:
o CAP-01: Ability to Access Networks
o CAP-02: Ability to Discover and Exploit Vulnerabilities
o CAP-05: Ability to Affect Cyber/Physical Systems
o CAP-07: Sophistication of Human Influence
¢ Interdicts Earliest Threat Actor Tactics:
o TAC-01: Initial Access
o TAC-02: Execution
o TAC-04: Privilege Escalation
e Addresses NIST 800-53, Revision 5, cybersecurity control(s) IA-2, IA-3, 1A-5, |A-8, IA-9,
IA-10, IA-11, 1A-12, PE-2, PE-3, PM-10, SI-7(15)
¢ Addresses PREVENT Space Mission Security and Protection Pillar

3.2.2.3 Defensive Cybersecurity Operation

3.2.2.31 MI-DCO-01 Mission Cyber Actor Actions Detection Function

Principle: The mission should incorporate an on-board cyber actor actions detection function in
its requirements and resulting system.

Rationale: The mission should plan for the possibility of an on-board disruption deriving from a
security incident and incorporate these considerations. Event detection, mitigations, and alerting
of ground segment security operations team are critical controls to provide the capability for
operational teams to know when other controls have failed, rapidly respond (where possible). The
resulting lessons learned should be fed back into the design process. Monitoring of key software
observables (e.g., number of failed login attempts, unscheduled lockups of the flight receiver,
indications of RFI on non-telecom equipment, performance changes, internal communication
changes) is needed to detect cyber actor actions that interdict mission success.

Cybersecurity attacks affecting components of in-flight systems are expected. A cybersecurity
incident response plan is key to the timely and effective response to a cybersecurity attack. All
suspected cyber actor actions should be reported. Raw event data should be further analyzed to
determine whether an anomalous event represents an attack, and if so, the nature of the attack,
and the appropriate response to mitigate impact to the mission. Ensure the mission is following
NPR 7150.2 guidance for software to detect cyber actor actions, such as those in 3.11.8.
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This Principle Addresses These Controls:

e Addresses Primary Threat Actor Capability: CAP-04: Command and Control
Sophistication

¢ Interdicts Earliest Threat Actor Tactic: TAC-01: Initial Access

¢ Addresses NIST 800-53, Revision 5, cybersecurity control(s) AC-4(15), AU-2, AU-3, AU-
4, AU-5, AU-6, AU-8, AU-9, AU-14, CM-8(3), RA-5(7), SC-5(3), SC-7(9), SI-3(8), SI-4(1),
Sl-4(2), Sl-4(4), SI-4(10), SI-4(11), Sl-4(12), SI-4(13), SI-4(14), SI-4(15), SI-4(16), SI-
4(17), SI-4(18), SI-4(19), SI-4(20), SI-4(22), SI-4(23), SlI-4(24)

e Addresses MITIGATE Space Mission Security and Protection Pillar

3.22.3.2 MI-DCO-02 Mission Fault Management Function

Principle: The mission should incorporate fault management bypass protection in its
requirements and resulting system.

Rationale: The mission should consider the possibility of fault management transitions to bypass
the system's protection measures and incorporate these considerations. Fault management
systems may be deliberately triggered in an effort to bypass the system's protective measures.
For example, safehold mode operations without command-link protection.

This Principle Addresses These Controls:

e Addresses Primary Threat Actor Capability: CAP-04: Command and Control
Sophistication

¢ Interdicts Earliest Threat Actor Tactic: TAC-01: Initial Access

¢ Addresses NIST 800-53, Revision 5, cybersecurity control(s) AC-4(15), AU-2, AU-3, AU-
4, AU-5, AU-6, AU-8, AU-9, AU-14, CM-8(3), RA-5(7), SC-5(3), SC-7(9), SI-3(8), SI-4(1),
Sl-4(2), Sl-4(4), SI-4(10), SI-4(11), SI-4(12), SI-4(13), Sl-4(14), SI-4(15), Sl-4(16), Sl-
4(17), S1-4(18), SI-4(19), SI-4(20), SI-4(22), SI-4(23), SI-4(24)

e Addresses PREVENT Space Mission Security and Protection Pillar

3.2.2.4 Integrity

3.2241 MI-INTG-01 Communications Survivability Function

Principle: The mission should be able to recover from communications jamming and spoofing
attempts.

Rationale: Communications systems using a shared medium are susceptible to jamming and
spoofing, resulting in loss of access (denial of service) and potential loss of data integrity and
availability. The prevalence of impacts to communications links in the RF and optical bands is
increasing, as well as potential for targeted spoofing of communications links.

This Principle Addresses These Controls:
e Addresses Primary Threat Actor Capability: CAP-05: Ability to Affect Cyber/Physical
Systems
¢ Interdicts Earliest Threat Actor Tactic: TAC-10: Inhibit Response Function
¢ Addresses NIST 800-53, Revision 5, cybersecurity control(s) CP-8, SC-5, SC-8, SC-40,
SC-40(1), SC-40(3), SI-10(3), SI-10(5), SI-10(6)
e Addresses RECOVER Space Mission Security and Protection Pillar
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3.2.24.2 MI-INTG-02 Positioning, Navigation, and Timing Survivability Function

Principle: The mission should be able to recover from positioning, navigation, and timing jamming
and spoofing attempts.

Rationale: As a specific example of MI-INTG-01, space-based Positioning, Navigation, and Timing
(PNT) relying on a GNSS signal may experience loss of signal (denial of service) and potential
loss of the signal's data integrity. Manipulations (spoofing) of GNSS signal data may result in
consequences to the space vehicles PNT.

This Principle Addresses These Controls:
e Addresses Primary Threat Actor Capability: CAP-05: Ability to Affect Cyber/Physical
Systems
¢ Interdicts Earliest Threat Actor Tactic: TAC-10: Inhibit Response Function
¢ Addresses NIST 800-53, Revision 5, cybersecurity control(s) AU-8, CP-8, SC-5, SC-40,
SC-40(1), SC-40(3), SI-10(3), SI-10(4), SI1-10(5), SI-10(6)
e Addresses RECOVER Space Mission Security and Protection Pillar

3.2.2.5 Mission Assurance

3.2.2.51 MI-MA-01 Mission Recovery Function

Principle: The mission should include intentional disruptions consistent with the mission
vulnerability analysis in anomaly detection, response, and recovery plans and designs in the flight
segment and ground segment.

Rationale: A complete defense-in-depth architecture includes the ability of the space vehicle to
maintain safe operation through a security incident affecting flight or ground systems, and to
recover to a nominal state once the incident is resolved. Security incidents should be considered
alongside equipment failures, environmental events, natural disasters, and other sources of
disruption in onboard fault handling, anomaly response, and continuity-of-operations planning to
ensure mission resilience.

This Principle Addresses These Controls:
e Addresses Primary Threat Actor Capability: CAP-05: Ability to Affect Cyber/Physical
Systems
¢ Interdicts Earliest Threat Actor Tactic: TAC-10: Inhibit Response Function
e Addresses NIST 800-53, Revision 5, cybersecurity control(s) CP-2(5), IR-4, SA-8(24)
e Addresses RECOVER Space Mission Security and Protection Pillar

3.2.25.2 MI-MA-02 Cybersecurity-Safe State Function

Principle: The mission should design secure vehicle fault management functions and safe mode
operations.

Rationale: Fault management systems are one of the targets a cyber actor will attempt to
compromise. Designing security into these systems at the earliest opportunity is paramount.
Security should also be considered as a potential root cause of system malfunction that is
captured by the fault management system, and fault responses should be designed to mitigate
security events alongside other causes of system failure.
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This Principle Addresses These Controls:
e Addresses Primary Threat Actor Capability: CAP-02: Ability to Discover and Exploit
Vulnerabilities
¢ Interdicts Earliest Threat Actor Tactic: TAC-11: Impair Process Control
¢ Addresses NIST 800-53, Revision 5, cybersecurity control(s) CP-12, SI-17, IR-4(3), IR-
4(5)
e Addresses RECOVER Space Mission Security and Protection Pillar

3.2.2.6 Malware Protection

3.2.2.6.1 MI-MALW-01 Mission Malware Protection Function

Principle: The mission system software updates should be validated as free from malware prior
to deployment, launch, and at defined regular intervals while the mission is in operations.

Rationale: On-orbit software updates/upgrades/patches and all software updates should be
checked for malware prior to load. Additionally, malware injected into space vehicle software
modules via supply chain attack may not be discovered until well into flight and may be activated
as a step in compromising a vehicle. Modules that have not been updated during flight may
therefore still pose a risk. Regular scans on stored copies of flight modules using updated
signatures may discover malware that has been in hiding, and regular monitoring of malware and
vulnerability reports will also prompt response.

Integrity of software should be verified by employing a cryptographically secure hashing algorithm
to determine the hash (digest value) of the system (or software update package) being evaluated.
Additionally, the authenticity of the "control" or "reference" hash value, to which the system's hash
is being compared, should also be signed using the private key of a cryptographic digital signature
to ensure that the control value was supplied by a legitimate, trusted entity. The reason for this
extra measure is that, in its absence, an attacker could modify the system being checked for
integrity and also make a corresponding modification to the control hash value so that the
subsequent integrity check still passes. This control aims to ensure that only legitimate entities
can supply control hash values for software and update packages.

This Principle Addresses These Controls:

e Addresses Primary Threat Actor Capability: CAP-05: Ability to Affect Cyber/Physical
Systems

¢ Interdicts Earliest Threat Actor Tactic: TAC-02: Execution

e Addresses NIST 800-53, Revision 5, cybersecurity control(s) CM-4(1), CM-7(8), CM-14,
RA-5, SA-10(1), SA-10(3), SA-10(4), SA-10(5), SA-10(6), SA-11(1), SA-11(2), SA-11(4),
SA-11(5), SA-11(6), SA-11(8), SA-11(9), SI-2, SI-3, SI-21

e Addresses MITIGATE Space Mission Security and Protection Pillar

3.2.2.6.2 MI-MALW-02 Mission Software, Programmable Logic Devices, and Firmware
Integrity Function

Principle: The mission should establish and verify the integrity of it’s software images.

Rationale: On-orbit software updates/upgrades/patches. If TT&C is compromised or MOC or even
the developer's environment, the risk exists to do a variation of a supply chain attack where after
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it is in orbit you inject malicious code or direct writes to memory. New or modified virus or malware
will not be identified without updated manufacturer definitions. Blocks, removes, or recommends
patches of commonly known virus or malware used to disrupt computer operations, gather
sensitive information, or gain access to private computer systems. Virus and malware includes:
computer worms, trojan horses, ransomware, spyware, etc.

This Principle Addresses These Controls:
e Addresses Primary Threat Actor Capability: CAP-05: Ability to Affect Cyber/Physical
Systems Interdicts Earliest Threat Actor Tactic: TAC-02: Execution
e Addresses NIST 800-53, Revision 5, cybersecurity control(s) CM-4(1), CM-7(8), CM-14,
RA-5, SA-10(1), SA-10(3), SA-10(4), SA-10(5), SA-10(6), SA-11(1), SA-11(2), SA-11(4),
SA-11(5), SA-11(6), SA-11(8), SA-11(9), SI-2, SI-3, SI-7
e Addresses MITIGATE Space Mission Security and Protection Pillar

3.2.2.7 Software Supply Chain Restriction

3.2.2.71 MI-SOFT-01 Software Mission Assurance Function

Principle: The mission should perform software assurance via established procedures and
technical methods.

Rationale: The intent of this control is to ensure the provider follows a formal software
development process when creating safety-critical software, including all MOTS, GOTS, COTS,
open-source, library acquired, and reused software. Software assurance methods must extend
into the development environment as well. In order to secure the development environment, the
first step is understanding all the devices and people who interact with it. Maintain an accurate
inventory of all people and assets that touch the development environment. Ensure strong multi-
factor authentication is used across the development environment, especially for code
repositories, as cyber actors may attempt to sneak malicious code into software that's being built
without being detected. Use zero-trust access controls to the code repositories where possible.
For example, ensure the main branches in repositories are protected from injecting malicious
code. A secure development environment requires change management, privilege management,
auditing, and in-depth monitoring across the environment. The objectives of the software
assurance and software safety activities include the following:

o Ensuring that the processes, procedures, and products used to produce and sustain the
software conform to all specified requirements and standards that govern those
processes, procedures, and products

o A set of activities that assess adherence to, and the adequacy of the software
processes used to develop and modify software products

o A set of activities that define and assess the adequacy of software processes to
provide evidence that establishes confidence that the software processes are
appropriate for and produce software products of suitable quality for their intended
purposes

e Determining the degree of software quality obtained by the software products

e Ensuring that the software systems are safe and that the software safety-critical
requirements are followed

e Ensuring that the software systems are secure
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e Employing rigorous analysis and testing methodologies to identify objective evidence and
conclusions to provide an independent assessment of critical products and processes
throughout the lifecycle

The software development process should include software requirements definition, design,
implementation, verification, maintenance, and retirement phases, and incorporate software
quality assurance, configuration management, problem reporting and corrective action, reliability,
maintainability, safety, verification and validation, certification, and operational use of the software.
Additionally, software reuse, commercial off the shelf dependence, and standardization of
onboard systems using building block approach with addition of open-source technology leads to
a potential supply chain vulnerability that must be mitigated appropriately. See NPR 7150.2D,
NASA Software Engineering Requirements and NASA-STD-8739.8B, Software Assurance and
Software Safety Standard. Lastly, the mission should perform software assurance via established
procedures and technical methods, including checking against NASA's Assessed and Cleared
List.

This Principle Addresses These Controls:

e Addresses Primary Threat Actor Capability: CAP-02: Ability to Discover and Exploit
Vulnerabilities

¢ Interdicts Earliest Threat Actor Tactic: TAC-02: Execution

¢ Addresses NIST 800-53, Revision 5, cybersecurity control(s) CA-8, CM-3(2), CM-3(7),
CM-3(8), CM-4, CM-5, CM-7(4), CM-7(5), CM-10, IR-4(10), IR-6(3), MA-3(6), PM-30, PM-
30(1), RA-3(1), SA-4(3), SA-10(1), SA-15, SA-15(5), SA-15(7), SA-15(8), SA-15(11), SA-
17, SA-20, SA-21, SI-2, SI-7, SR-1, SR-2, SR-3, SR-3(2), SR-3(3), SR-4(4), SR-7, SR-9

e Addresses PREVENT Space Mission Security and Protection Pillar

3.22.7.2 MI-SOFT-02 Software and Hardware Testing Function

Principle: The mission should establish procedures and technical methods to perform end to end
testing to include negative testing (i.e., abuse cases) of the mission hardware and software as it
would be in an operating state (test as you fly).

Rationale: Negative testing and analysis are necessary to validate that the system architecture
and security-focused design features provide adequate resilience against a range of potential
attacks. Where faulted testing is standard practice in the mission lifecycle, security cases should
be added to the set of potential anomalous scenarios to test. Operational anomaly response
training should include security events and exercise operational interfaces to institutional security
organizations.

This Principle Addresses These Controls:

e Addresses Primary Threat Actor Capability: CAP-02: Ability to Discover and Exploit
Vulnerabilities

¢ Interdicts Earliest Threat Actor Tactic: TAC-02: Execution

¢ Addresses NIST 800-53, Revision 5, cybersecurity control(s) CA-8, CM-3(2), RA-5, RA-
5(2), RA-5(3), SA-3, SA-4(3), SA-11(1), SA-11(2), SA-11(4), SA-11(5), SA-11(6), SA-11(8),
SA-11(9)

e Addresses MITIGATE Space Mission Security and Protection Pillar
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3.3 GROUND

3.3.1 Ground Background

Ground principles will be principles that are applicable to the ground infrastructure, laboratory
environment, or integrated ground architecture.

3.3.2 Principles and Associated Controls for Ground

This section provides the individual principles and associated controls related to the ground.
NASA's ground systems are required be NPD/NPR 2810 to follow the NIST Risk Management
Framework and the controls as described by the ITS-Handbooks and policy. The common controls
and best practices below do not conflict with existing requirements, but they support the existing
ATO process as defined by NPD/NPR 2810.

3.3.2.1 Authentication and Authorization

3.3.211 GR-AUTH-01 Unique Identifiers for Authentication Function

Principle: The mission should provide the capability for each system to uniquely identify and
authenticate organizational users and computing processes acting on behalf of organizational
users.

Rationale: The mission should manage authenticators used to access information system
resources by verifying, as part of the initial authenticator distribution, the identity of the individual,
group, role, device, or process (application, API, microservice) receiving the authenticator. Unique
identifiers and associated authenticators (passwords, multi-factor physical and virtual, securely
registered biometrics) and associated processes to verify entities at time of issuance and
authenticate entities at time of access request allow the mission to provide a risk-aligned level of
assurance that only vetted entities are allowed to access mission digital resources.

This Principle Addresses These Controls:
e Addresses Primary Threat Actor Capabilities:
o CAP-01: Ability to Access Networks
o CAP-02: Ability to Discover and Exploit Vulnerabilities
e |Interdicts Earliest Threat Actor Tactics:
o TAC-01: Initial Access
o TAC-02: Execution
e Addresses NIST 800-53, Revision 5, cybersecurity control(s) IA-2(5), IA-2(8), IA-5
e Addresses PREVENT Space Mission Security and Protection Pillar

3.3.21.2 GR-AUTH-02 Risk-informed Authorization for Non-Mission Users Function

Principle: The mission should use only verified identities when provisioning authenticators to
organizational users and processes acting on behalf of users.

Rationale: Mission users authorized to access mission computing resources pose a potential

additional risk compared to Agency mission users due to limited ability to fully vet and verify their
suitability.
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This Principle Addresses These Controls:
e Addresses Primary Threat Actor Capability: CAP-05: Ability to Affect Cyber/Physical
Systems
¢ Interdicts Earliest Threat Actor Tactic: TAC-04: Privilege Escalation
e Addresses NIST 800-53, Revision 5, cybersecurity control(s) 1A-4(4), IA-8, IA-10, PM-10,
PS-2, SI-4(19)
e Addresses PREVENT Space Mission Security and Protection Pillar

3.3.21.3 GR-AUTH-03 Secure Workload-to-Workload Authenticator Function

Principle: The mission should define policy and procedures to ensure that the developed or
delivered systems do not embed unencrypted static authenticators in applications, access scripts,
configuration files, nor store unencrypted static authenticators on function keys.

Rationale: The existence of insecure static authenticators, such as hardcoded plaintext
passwords or access tokens, can be discovered by cyber actors, brute forced, and reused across
multiple similar systems creating an opportunity for rapid widespread compromise within the
mission ground segment.

This Principle Addresses These Controls:
e Addresses Primary Threat Actor Capability: CAP-01: Ability to Access Networks
¢ Interdicts Earliest Threat Actor Tactic: TAC-01: Initial Access
¢ Addresses NIST 800-53, Revision 5, cybersecurity control(s) IA-5(7)
e Addresses PREVENT Space Mission Security and Protection Pillar

3.3.2.2 Device Authentication

3.3.2.21 GR-DEVA-01 Computing Device Authentication Function

Principle: The mission should provide the capability to uniquely identify and authenticate all types
of computing devices, including mobile devices and network connected endpoint devices
(including workstations, printers, servers, VolP Phones, VTC CODECs) before establishing a
network connection.

Rationale: The mission should, in consultation with the system security engineers and the AO,
select the appropriate device identification and authentication mechanisms based on mission
needs and the strength of mechanism required in support of that mission.

Ensuring only devices known to and registered with the appropriate mission device inventory and
management platforms are allowed to access mission communications networks and are
regularly revalidated significantly reduces the increased risk due to unknown devices operating
within mission environments.

The mission should ensure that the inventory of information system components includes
minimally but not limited to: hardware specifications (manufacturer, type, model, serial number,
physical location), software and software license information, information system/component
owner, and for a networked component/device, the machine name.

This Principle Addresses These Controls:
e Addresses Primary Threat Actor Capabilities: CAP-01: Ability to Access Networks
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¢ |Interdicts Earliest Threat Actor Tactics: TAC-01: Initial Access
e Addresses NIST 800-53, Revision 5, cybersecurity control(s) IA-3, IA-3(1), CM-8
e Addresses PREVENT Space Mission Security and Protection Pillar

3.3.2.3 Integrity

3.3.2.31 GR-INTG-01 Software and Firmware Integrity Verification Function

Principle:

e The mission should require developers of information systems, system components, or
information system services to enable integrity verification of software and firmware
components prior to delivery and during mission operations

e Each system operated by the mission should provide the capability to verify the integrity
of mission-defined software, firmware, and information

e The mission should provide and employ integrity verification tools to detect unauthorized
changes to mission-defined software, firmware, and information

e The mission should define processes and procedures to be followed when integrity
verification tools detect unauthorized changes to mission-defined software, firmware, and
information

Rationale: Cyber actors have adopted and are refining their capability to infiltrate software supply
chains and to modify or replace valid software and firmware with compromised versions. Integrity
verification via methods such as checking published hashes and proper validation of code signing
certificates are important capabilities for mitigation of these attacker tactics.

Integrity of software should be verified by employing a cryptographically secure hashing algorithm
to determine the hash (digest value) of the system (or software update package) being evaluated.
Additionally, the authenticity of the "control" or "reference" hash value, to which the system's hash
is being compared, should also be signed using the private key of a cryptographic digital signature
to ensure that the control value was supplied by a legitimate, trusted entity. The reason for this
extra measure is that, in its absence, an attacker could modify the system being checked for
integrity and also make a corresponding modification to the control hash value so that the
subsequent integrity check still passes. This control aims to ensure that only legitimate entities
can supply control hash values for software and update packages.

The mission should have accountability of software/system components includes the system
name, software owners, software version numbers, software license information, and for
networked components, the machine names and network addresses across all implemented
protocols (e.g., IPv4, IPv6). The Program should maintain a Software Bill of Materials (SBOM) for
all software code utilized and continuously update/revise it for each step in the software lifecycle
(to include the deployment of that software). The SBOM, as described in Executive Order 14028,
“Improving the Nation's Cybersecurity,” encompasses the elements defined in the U.S.
Department of Commerce the minimum elements for an SBOM.

This Principle Addresses These Controls:
e Addresses Primary Threat Actor Capabilities: CAP-02: Ability to Discover and Exploit
Vulnerabilities
¢ Interdicts Earliest Threat Actor Tactics: TAC-02: Execution
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¢ Addresses NIST 800-53, Revision 5, cybersecurity control(s) CM-4(1), CM-7(8), CM-8
CM-14, RA-5, SA-10(1), SA-10(3), SA-10(4), SA-10(5), SA-10(6), SA-11(1), SA-11(2), SA-
11(4), SA-11(5), SA-11(6), SA-11(8), SA-11(9), SI-2, SI-3, SI-7

e Addresses MITIGATE Space Mission Security and Protection Pillar

3.3.2.4 Malware Protection
3.3.24.1 GR-MALW-01 Malware Protection Function

Principle:
o Mission operated systems should employ malicious code protection mechanisms:

o atinformation system entry and exit points

o on system components

o capable of performing real-time scans of files from external sources on endpoints
devices and at network entry/exit points as the files are downloaded, opened, or
executed in accordance with organizational security policy to detect and eradicate
malicious code including those inserted through the exploitation of information
system vulnerabilities.

e Missions should incorporate the results from malicious code analysis into organizational
incident response and flaw remediation processes

Rationale: Cyber actors utilize the execution of malicious code on mission systems to gain a
foothold in the environment from which to gain persistence and carry out additional tactics to meet
their campaign goals.

This Principle Addresses These Controls:
e Addresses Primary Threat Actor Capabilities: CAP-02: Ability to Discover and Exploit
Vulnerabilities
¢ Interdicts Earliest Threat Actor Tactics: TAC-02: Execution
Addresses NIST 800-53, Revision 5, cybersecurity control(s) AC-4(14), AC-4(15), CM-11,
IR-4(12), RA-5, SC-8(4), SC-18(5), SC-35, SC-44, SI-3, SI-7
¢ Addresses MITIGATE Space Mission Security and Protection Pillar

3.3.2.5 Multi-Factor Authentication

3.3.2.51 GR-MFA-01 Risk-informed Use of Multi-Factor Authentication Function

Principle: The mission should provide the capability for each system owner to implement Multi-
Factor Authentication of a specific level of assurance.

Rationale: Multi-Factor Authentication provides an additional level of assurance to interdict cyber
actors who have already compromised a given user’s password. In the case of strong, phishing
resistant MFA certain cyber actor techniques such as man-in-the-middle can be effectively
mitigated. In each of the following situations MFA should be employed:

e network access to privileged accounts

o network access to non-privileged accounts

e network access to applications and services

o local access to privileged accounts
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e local access to non-privileged accounts

This Principle Addresses These Controls:
e Addresses Primary Threat Actor Capabilities: CAP-01: Ability to Access Networks
¢ Interdicts Earliest Threat Actor Tactics: TAC-04: Privilege Escalation
e Addresses NIST 800-53, Revision 5, cybersecurity control(s) IA-2(1), IA-2(2)
e Addresses PREVENT Space Mission Security and Protection Pillar

3.3.2.6 Monitoring

3.3.2.61 GR-MON-01 Unique Identifiers for Authentication Function

Principle: The mission should define the indicators of users (including those categorized as
privileged users) posing a significant risk in a mission-specific context.

Rationale: The mission should use these indicators on contextual information to monitor for user
actions that collectively indicate a further investigation by security analysts is warranted and
triggered. Credential compromise and insider threat can both result in actions that appear to meet
basic access policy and pass standard technical controls. Monitoring for anomalies in user
behavior allows for earlier detection of these cyber actor tactics. This control focuses on the Zero
Trust eXtended Ecosystem element of PEOPLE.

This Principle Addresses These Controls:
e Addresses Primary Threat Actor Capabilities: CAP-01: Ability to Access Networks
¢ Interdicts Earliest Threat Actor Tactics: TAC-05: Evasion
e Addresses NIST 800-53, Revision 5, cybersecurity control(s) AC-2(12), AC-2(13), AT-2(2),
AT-2(4), CA-2(2), IR-4(6), IR-4(7), IR-4(13), PM-12, SI-4(19), SI-4(20)
¢ Addresses PREVENT Space Mission Security and Protection Pillar

3.3.2.6.2 GR-MON-02 Risk-informed Authorization for Non-Mission Users Function

Principle: The mission should design for capabilities to detect inappropriate or malicious activity
within the mission’s systems as soon as possible and provide alerts upon detection.

Rationale:

o Early detection of cyber actor activity on end user devices and hosts running workloads is
critical to limiting the impact of those activities as closely to their initial point of entry.
Therefore, the mission should provide the capability for each system owner to provide
mission-defined host-based monitoring mechanisms on mission-defined information
system components.

¢ Monitoring information systems at the operating system and workload/application level is
often the last line of defense against cyber actor activities design to impact mission
capabilities in the form of exfiltration of, denial of access to, or modification of mission
critical data and its support for business/production processes. Therefore, the mission
should: monitor the use of information system accounts; provide the capability for each
system owner to identify unauthorized use of the information system through mission-
defined techniques and methods; and provide the capability for each system owner to
detect network services that have not been authorized or approved by mission-defined
authorization or approval processes.

APPROVED FOR PUBLIC RELEASE



Revision: Rev A Document No: SS BPG

Release 18 OCT 2023 Page: 25 of 57

Title: Space Security: Best Practices Guide (BPG)

This control focuses on the Zero Trust eXtended Ecosystem element of DEVICES and
WORKLOADS.

This Principle Addresses These Controls:
e Addresses Primary Threat Actor Capability:
o CAP-02: Ability to Discover and Exploit Vulnerabilities
o CAP-03: Ability to Defeat Cryptography and Authentication
o Interdicts Earliest Threat Actor Tactic:
o TAC-02: Execution
o TAC-05: Evasion
e Addresses NIST 800-53, Revision 5, cybersecurity control(s) AC-2(3), AC-2(4), AC-2(6),
AC-2(11), AC-2(12), AC-2(13), SA-4(9), SA-9(2), SI-4, SI-4(22), SI-4(23)
¢ Addresses MITIGATE Space Mission Security and Protection Pillar

3.3.2.6.3 GR-MON-03 Network and Communications Monitoring Function

Principle: The mission should provide the capability for each system owner to monitor
communications at the external boundary of the system and at mission critical internal boundaries
within the system.

Rationale: The mission should provide the capability for each system owner to allow for enterprise
level monitoring for unauthorized local network connections. The mission should make provisions
so that program-defined encrypted communications traffic is visible to mission-defined information
system monitoring tools. The mission should provide the capability for each system owner to
analyze collected outbound communications traffic to identify anomalies. The mission should
provide the capability for each system owner to monitor inbound and outbound communications
traffic continuously for unusual or unauthorized activities or conditions. Early detection of cyber
actor command and control communications, attempts to explore or move laterally within the
environment, or to exfiltrate data require comprehensive network and communications monitoring
and analysis. This control focuses on the Zero Trust eXtended Ecosystem element of
NETWORKS.

This Principle Addresses These Controls:
e Addresses Primary Threat Actor Capability: CAP-04: Command and Control
Sophistication
¢ Interdicts Earliest Threat Actor Tactic: TAC-09: Command and Control
¢ Addresses NIST 800-53, Revision 5, cybersecurity control(s) SC-7, SC-31, SI-4, SlI-4(4),
S1-4(10), SI-4(11), SI-4(15), SI-4(18)
e Addresses MITIGATE Space Mission Security and Protection Pillar

3.3.264 GR-MON-04 Cyber Activity Response and Reporting Function

Principle: The mission should develop parameters to describe normal activities on the network
for accessing and controlling mission applications and capabilities in a manner that allows security
operations incident response and leadership to make effective decisions about resource
allocation and risk management.

Rationale:

These parameters should guide decisions about where and when to employ automated response
and reporting mechanisms
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o Normal network activity parameters should be developed by security analysts and mission
experts working together to describe quantitatively what currently known patterns of
network traffic look like. These parameters can be used to craft automated rules to trigger
alerts and changes to network security controls.

e Automated alerting that brings high-quality information of possible cyber actor activities
directly to the attention of security analysts is a critical capability required to tighten the
loop between initial access by cyber actors and the containment, eradication, and recovery
response activities. Therefore, the mission should employ automated mechanisms to alert
security personnel of anomalous, inappropriate, or unusual activities with security
implications that meet a certain threshold of confidence and potential impact based on
analysis.

¢ Regular and systematic reporting of internally developed threat intelligence allows for the
appropriate adjustments to mission-wide risk thresholds and risk response decisions.
Therefore, the mission should report identified indications of mission-defined inappropriate
or unusual activity to mission-defined personnel or role.

This control focuses on the Zero Trust eXtended Ecosystem element of AUTOMATION and
REPORTING.

This Principle Addresses These Controls:
¢ Addresses Primary Threat Actor Capability: CAP-01: Ability to Access Networks
¢ Interdicts Earliest Threat Actor Tactic: TAC-01: Initial Access
e Addresses NIST 800-53, Revision 5, cybersecurity control(s) AU-6, SI-4(12), SI-4(14)
e Addresses MITIGATE and RECOVER Space Mission Security and Protection Pillar

3.3.2.7 Software Restriction

3.3.2.71 GR-SOFT-01 Software Installation Function

Principle: The mission should provide the capability for each system owner to configure the flight
and ground system to require a user to possess an explicit identified privilege to install software.

Rationale: The mission should provide the capability for each system owner to configure the flight
and ground system to prevent the installation or upgrades to software and firmware without
verification that the component has been digitally signed using a certificate that is recognized, has
not been revoked, and is approved by the organization. The mission should provide the capability
for each system owner to configure the flight and ground system to prevent mission execution in
accordance with mission-defined policies regarding software mission usage and restrictions. The
mission should enforce software installation policies through mission-defined methods (such as
a centrally managed application whitelisting capability) managed by software development,
procurement, deployment, configuration, patching, and retirement processes].

Cyber actor attack sequences which rely on end users to trigger installation of malicious software
can be interdicted by controls which validate and restrict operating system, browser, application,
and other software installation.

This Principle Addresses These Controls:
e Addresses Primary Threat Actor Capabilities: CAP-02: Ability to Discover and Exploit
Vulnerabilities
¢ Interdicts Earliest Threat Actor Tactics: TAC-02: Execution
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¢ Addresses NIST 800-53, Revision 5, cybersecurity control(s) AC-3(12), CM-2, CM-3(3),
CM-7(6), CM-7(2), CM-11, CM-11(2), CM-11(3), CM-14, SI-7(12), SI-7(15)
e Addresses PREVENT Space Mission Security and Protection Pillar

A. APPENDIX A—-ACRONYMS AND ABBREVIATIONS

Acronym Term
AC Access Control
AO Authorizing Official
API Application Programming Interface
ATO Authorization to Operate
ATT&CK Adversarial Tactics, Techniques, and Common Knowledge
BPG Best Practices Guide
CA Assessment, Authorization, and Monitoring (NIST 800.53)
CAP Capability
CJCsSlI Chairman of the Joint Chiefs of Staff
CND Computer Network
COMSEC COMmunications SECurity
COOP COntinuity of OPerations
DOD Department of Defense
DODI Department of Defense Instruction
EPB Enterprise Protection Board
EPP Enterprise Protection Program
ESDMD Exploration Systems Development Mission Directorate
FIPS Federal Information Processing Standard
FOD Flight Operations Directorate
GB Guide Book
GSFC Goddard Space Flight Center
GNSS Global Navigation Satellite System
GP Gateway Payload
IA Information Assurance
A Identification and Authentication (NIST 800.53)
ICS Industrial Control Systems
IPv4 Internet Protocol version 4
IPv6 Internet Protocol version 6
IR Incident Response
ITAR International Traffic in Arms Regulations
JPL Jet Propulsion Laboratory
KPP Key Performance Parameter
MA Maintenance
MCC Mission Control Center
MFA Multi-Factor Authentication
MITRE Massachusetts Institute of Technology Research and Engineering
NASA National Aeronautics and Space Administration
NIST National Institute of Standards and Technology
NPD NASA Policy Directive
NPR NASA Procedural Requirement
OCE Office of the Chief Engineer
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Acronym Term
OCIO Office of the Chief Information Officer
OPSEC OPerational SECurity
OSMA Office of Safety and Mission Assurance
oT Operational Technologies
PE Physical and Environment Protection
PM Program Management
PNT Positioning, Navigation, and Timing
RA Risk Assessment
RFI Radio Frequency Interference
SBOM Software Bill of Materials
SC System and Communications Protection
Sl System and Information Integrity
SMD Science Mission Directorate
SOMD Space Operations Mission Directorate
SR Supply Chain Risk Management (NIST 800.53)
SSP System Security Plan
STD Standard
STMD Space Technology Mission Directorate
TAC Tactic
TOR Terms of Reference
VolP Voice over Internet Protocol
VTC CODEC Video TeleConferencing COmpression-Decompression
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B. APPENDIX B — PRINCIPLES IMPLEMENTATION MATRIX
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Principle
Number

Principle Title

Principle Statement

Implementable n o

Yes/No

of

If Not Able to Implement
What Would It Take

Comments

GV-RSK-01

Adaptive Risk Response & Resource Allocation Function

As a best practice the mission should establish a continuous process of qualitative and quantitative
mission security risk analysis and risk response for the duration of the mission.

MI-ARCH-01

Mission Least Privilege Function

The mission should establish and maintain a current and accurate data flow diagram covering
mission essential data flows, including those that pass-through mission-external service providers.

MI-ARCH-02

Mission Essential Data Flow Function

The mission should employ the principles of domain separation and least privilege for the on-board
and control.

MI-AUTH-01

Boundary Protection Function

The mission should establish a mediated access mechanism that prevents unauthorized access to
critical in the space segment.

MI-AUTH-02

o i and i Function

The mission should ensure only authenticated and authorized personnel, devices, and software are
allowed to access the space mission system.

MI-INTG-01

Communications Survivability Function

The mission should be able to recover from communications jamming and spoofing attempts.

MI-INTG-02

PNT Survivability Function

The mission should be able to recover from positioning, navigation, and timing jamming and
spoofing attempts.

MI-SOFT-01

Software Mission Assurance Function

The mission should perform software assurance via established procedures and technical methods.

MI-SOFT-02

Software and Hardware Testing Function

The mission should establish procedures and technical methods to perform end to end testing to
include negative testing (i.e., abuse cases) of the mission hardware and software as it would be in
an operating state (test as you fly).

MI-MALW-01

Mission Malware Protection Function

The mission system software updates should be validated as free from malware prior to
deployment, launch, and at defined regular intervals while the mission is in operations.

MI-MALW-02

Mission Software, Programmable Logic Devices, and
Firmware Integrity Function

The mission should establish and verify the integrity of ts software images.

MI-DCO-01

Mission Adversarial Actions Detection Function

The mission should incorporate an on-board adversarial actions detection function in its
requirements and resulting system.

MI-DCO-02

Mission Fault Management

The mission should incorporate fault management bypass protection in its requirements and
resulting system.

MI-MA-01

Mission Recovery Function

The mission should include intentional disruptions consistent with the mission threat analysis in
anomaly detection, response, and recovery plans and designs in the flight segment and ground
segment.

MI-MA-02

Cyber-Safe State Function

The mission should design secure vehicle fault management functions and safe mode operations.

GR-AUTH-01

Unique Identifiers for Authentication Function

The mission should provide the capability for each system to uniquely identify and authenticate

users and computing processes acting on behalf of organizational users.

GR-AUTH-02

Risk-informed Authorization for Non-Program Users Function

The mission should use only verified identities when provisioni to
users and processes acting on behalf of users.

GR-AUTH-03

Secure Workload-to-Workload Authenticator Function

The mission should define policy and procedures to ensure that the developed or delivered systems
do not embed ypted static i in icati access scripts, i ion files,
nor store unencrypted static authenticators on function keys.

GR-DEVA-01

Computing Device Authentication Function

The mission should provide the capability to uniquely identify and authenticate all types of
computing devices, including mobile devices and network connected endpoint devices (including

workstations, printers, servers, VolP Phones, VTC CODECs) before establishing a network connection.

The mission should require developers of information systems, system components, or information
system services to enable integrity verification of software and firmware components prior to
delivery and during mission operations

GR-INTG-01

Software and Firmware Integrity Verification Function

Each system operated by the mission should provide the capability to verify the integrity of mission-
defined software, firmware, and information.

The mission should provide and employ integrity verification tools to detect unauthorized changes
to mission-defined software, firmware, and information.

The mission should define processes and procedures to be followed when integrity verification
tools detect unauthorized changes to mission-defined software, firmware, and information.

GR-MALW-01

Malware Protection Function

Mission operated systems should employ malicious code protection mechanisms:

« at information system entry and exit points

* on system components

« capable of performing real-time scans of files from external sources on endpoints devices and at
network entry/exit points as the files are downloaded, opened, or executed in accordance with
organizational security policy to detect and eradicate malicious code including those inserted
through the ion of ion system it

The mission should incorporate the results from malicious code analysis into organizational
incident response and flaw remediation processes.

GR-MFA-01

Risk-informed Use of Multi-Factor ication Function

The mission should provide the capability for each system owner to implement Multi-Factor

of a specific level of assurance.

GR-MON-01

Unique Identifiers for Authentication Function

The mission should define the indicators of users (including those categorized as privileged users)
posing a significant risk in a mission-specific context.

GR-MON-02

System-based Monitoring & Alerting Function

The mission should design for capabilities to detect inappropriate or malicious activity within the
mission’s systems as soon as possible and provide alerts upon detection.

The mission should provide the capability for each system owner to monitor communications at the

GR-MON-03 [Network and Communications Monitoring Function e e
external boundary of the system and at mission critical internal boundaries within the system.
The mission should develop parameters to describe normal activities on the network for accessing
and controlling mission applications and capabilities in a manner that allows security operations
GR-MON-04 [Threat Activity Response & Reporting Function e PP P ¥ op

incident response and leadership to make effective decisions about resource allocation and risk
management.

GR-SOFT-01

Software Installation Function

The mission should provide the capability for each system owner to configure the system to require
a user to possess an explicit identified privilege to install software.
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C. APPENDIX C — NASA STANDARD 1006 W/ CHANGE 1

Latest version can be found at: https://standards.nasa.gov/standard/NASA/NASA-STD-1006
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DOCUMENT HISTORY LOG
Status Document | Change | Approval Date Description
Revision | Number
Baseline 2019-10-29 Initial Release
Change 1 2020-11-05 Administrative/Editorial Change: Clarified

SSPR 1 requirement, tailoring, and
guidance; updated SSPR 4 guidance; added
administrative updates for policy and
organizational references; changed Space
Asset Protection Program (SAPP) to
Mission Resilience and Protection Program
(MRPP).
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FOREWORD

This NASA Technical Standard is published by the National Aeronautics and Space
Administration (NASA) to provide uniform engineering and technical requirements for
processes, procedures, practices, and methods that have been endorsed as standard for NASA
programs and projects, including requirements for selection, application, and design criteria of an
item.

This NASA Technical Standard is approved for use by NASA Headquarters and NASA Centers
and Facilities, and applicable technical requirements may be cited in contract, program, and other
Agency documents. It will apply to the Jet Propulsion Laboratory (a Federally Funded Research
and Development Center [FFRDC]), other contractors, recipients of grants and cooperative
agreements, and parties to other agreements to the extent specified or referenced in applicable
contracts, grants, or agreements.

This NASA Technical Standard establishes Agency-level protection requirements to ensure
NASA missions are resilient to threats and is applicable to all NASA programs and projects.

Requests for information should be submitted via “Feedback” at https://standards.nasa.gov.
Requests for changes to this NASA Technical Standard should be submitted via MSFC Form
4657, Change Request for a NASA Engineering Standard.

Original Signed By November 5, 2020
Ralph R. Roe, Jr. Approval Date
NASA Chief Engineer
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SPACE SYSTEM PROTECTION STANDARD

1. SCOPE

1.1 Purpose

The purpose of this NASA Technical Standard is to establish Agency-level protection
requirements to ensure NAS A missions are resilient to purposeful threats. This NASA Technical
Standard implements the requirements for protecting space systems in NASA Interim Directive
(NID) 1058.127, NAS A Enterprise Protection Program, NID 7120.130, NASA Space Flight
Program and Project Management Requirements - Space Systems Protection Standard Update,
and NPR 7120.8, NAS A Research and Technology Program and Project Management
Requirements.

1.2 Applicability
This NASA Technical Standard is applicable to all NASA programs and projects.

This NASA Technical Standard is approved for use by NASA Headquarters and NASA Centers
and Facilities, and applicable technical requirements may be cited in contract, program, and other
Agency documents. It will apply to the Jet Propulsion Laboratory (a Federally Funded Research
and Development Center [FFRDC]), other contractors, recipients of grants and cooperative
agreements, and parties to other agreements to the extent specified or referenced in applicable
contracts, grants, or agreements.

Verifiable requirement statements are numbered and indicated by the word “shall”; this NASA
Technical Standard contains six (6) requirements. To facilitate requirements selection by NASA
programs and projects, a Requirements Compliance Matrix is provided in Appendix A.
Programs and projects should document adoption of the requirements in their Project Protection
Plan.

Explanatory or guidance text is indicated in italics beginning in section 4.

1.3 Tailoring

Document tailoring of the requirements in this NASA Technical Standard for application to a
specific program or project in the Project Plan and obtain formal approval by the delegated

Technical Authority or requirement owner in accordance with NPR 7120.5, NASA Space Flight
Program and Project Management Requirements.
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2.

21

NASA-STD-1006 W/CHANGE 1

APPLICABLE DOCUMENTS

General

The documents listed in this section contain provisions that constitute requirements of this

NASA

2.1.1

2.1.2

Technical Standard as cited in the text.
The latest issuances of cited documents apply unless specific versions are designated.

Non-use of a specifically designated version is approved by the delegated Technical

Authority.

Applicable documents may be accessed at https://standards.nasa.gov or obtained directly from
the Standards Developing Body or other document distributors. When not available from these
sources, information for obtaining the document is provided.

References are provided in Appendix B.

2.2

Government Documents

National Aeronautics and Space Administration (NASA)

NID 1058.127 NASA Enterprise Protection Program

NID 1600.55 Sensitive But Unclassified (SBU) Controlled Information

NID 7120.130 NASA Space Flight Program and Project Management
Requirements — Space Systems Protection Standard

NPR 2810.1 Security of Information Technology

NPR 7120.5
NASA Space Flight Program and Project Management
Requirements

NPR 7120.8
NASA Research and Technology Program and Project
Management Requirements

FIPS 140 Security Requirements for Cryptographic Modules, Level 1
(https://esre.nist. gov/Projects/Cryptographic-Module-Validation-
Program/Standards)
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2.3 Non-Government Documents

None.

2.4 Order of Precedence

2.4.1 The requirements and standard practices established in this NASA Technical Standard do
not supersede or waive existing requirements and standard practices found in other Agency
documentation, or in applicable laws and regulations unless a specific exemption has been

obtained by the Office of the NASA Chief Engineer.

2.42 Conflicts between this NASA Technical Standard and other requirements documents are
resolved by the delegated Technical Authority.

3. ACRONYMS, ABBREVIATIONS, AND DEFINITIONS

3.1 Acronyms and Abbreviations

CCSDS Consultative Committee for Space Data Systems
CPI Critical Program/Project Information

EOM End of Mission

EPP Enterprise Protection Program

FFRDC Federally Funded Research and Development Center
FIPS Federal Information Processing Standard

GPS Global Positioning System

MOC Mission Operations Center

MRPP Mission Resilience and Protection Program
MSFC Marshall Space Flight Center

NASA National Aeronautics and Space Administration
NESC NASA Engineering and Safety Center

NID NASA Interim Directive

NIST National Institute of Standards and Technology
NPD NASA Policy Directive

NPR NASA Procedural Requirements

PNT Positioning, Navigation, and Timing

RF Radio Frequency

SBU Sensitive But Unclassified

SOC Science Operations Center

SSPR Space System Protection Requirement

STD Standard
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3.2 Definitions

Command Link: Free space command path connection from transmission at the ground
system terminal or space transmitter to receipt by the spacecraft receiver.

Command Stack: The end-to-end command chain from initial command transmission
at the operations center to receipt and execution on the platform.

Critical Project Information: Sensitive information, which, if compromised,
inappropriately disclosed, falsified or made unavailable could enable an adversary to cause
mission loss/degradation and/or damage to other space systems.

Deep Space: Space beyond 2 million kilometers from the Earth.

Hardware Commands: Spacecraft commands that, once extracted by the spacecraft
hardware from the uplink command channel, are routed to a specific location and are executed
on receipt, without any flight software interaction

4. SPACE SYSTEM PROTECTION REQUIREMENTS

4.1 Maintain Command Authority

Objective: Missions need to maintain command authority to prevent unauthorized access and to
ensure data integrity. Unauthorized access could result in mission loss and/or damage to other
space systems.

4.1.1 Command Stack Protection

[SSPR 1] Programs/projects shall protect the command stack with encryption that meets or
exceeds the Federal Information Processing Standard (FIPS) 140, Security Requirements for
Cryptographic Modules, Level 1.

4.1.1.a [Rationale: Command link incidents with civil space missions have demonstrated
potential impacts to safe operations. Additionally, NASA end of mission (EOM) experiments
Sfound that spacecraft without encryption or authentication are particularly susceptible to these

impacts.]

4.1.1.b This requirement may be tailored to accommodate the nature of the mission. The
Jollowing tailoring is suggested for use by applicable missions:

i.  Hosted instruments only require protection of the instrument command stack.
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Hosted instruments are only responsible for protection of the command stack until the
host spacecraft operations center receives commands. This protection may be
provided either via encryption (preferred) or authentication.

Deep space missions may choose to limit controls applied to the space link if certain
controls (e.g., encryption and authentication) pose significant burden to operability
or mission success, and if the threat to the space link is low.

Category 3/Class C or Class D missions may authenticate without encryption if they
have no propulsion.

This requirement does not apply to balloon or sounding rocket projects.

The following guidance is offered to assist missions in implementing this requirement:

Missions should pursue multiple protections as a defense in-depth measure;
therefore, missions should implement both encryption and authentication to the extent
possible.

Missions can select an appropriate encryption scheme for each leg of the command
path, e.g., SOC->MOC->Tracking Station->Spacecraft.

Crewed missions should also protect intra-vehicle and intra-suit communications.
Missions should protect the integrity of the command generation process.

Missions using Consultative Committee for Space Data Systems (CCSDS) should
consult CCSDS 350.0-G, The Application of Security to CCSDS Protocols; CCSDS
355.0-B, Space Data Link Security Protocol; and CCSDS 352.0-B, CCSDS
Cryptographic Algorithms. Note that FIPS 140 compliance meets and exceeds the
cryptographic specifications of CCSDS 352.0-B. All missions should implement
CCSDS 232.1-B-2, Communications Operations Procedure-1; but by itself, CCSDS
232.1-B-2 is insufficient to meet this requirement.

4.1.2 Backup Command Link Protection

[SSPR 2] If a project uses an encrypted primary command link, any backup command link shall
at minimum use authentication.

4.1.2.a [Rationale: Missions need to balance command authority with command integrity and
the ability to recover from an anomalous condition. Additionally, command link contingency
modes need protection from malicious actors.]

4.1.3 Command Link Critical Program/Project Information (CPI)

[SSPR 3] The program/project shall protect the confidentiality of command link CPI as NASA
sensitive but unclassified (SBU) information to prevent inadvertent disclosure to unauthorized
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parties per NASA Interim Directive (NID) 1600.55, Sensitive But Unclassified (SBU)
Controlled Information, and NPR 2810.1, Security of Information Technology.

4.1.3.a [Rationale: Command link incidents with civil space missions have demonstrated
potential impacts to safe operations. Command link CPI protection is part of a defense in-depth
approach to command link protection, encompassing encryption, authentication, and CPI
protection. ]

4.1.3.b The following guidance is offered to assist missions in implementing this requirement:

i.  The Mission Resilience and Protection Program (MRPP) can assist the
program/project with command link CPI identification.

ii.  Command link CPI may include sensitive command information such as hardware

commands, key handling/management, and bit patterns of critical commands.

4.2 Ensure Positioning, Navigation, and Timing (PNT) Resilience

Objective: Missions dependent on external PNT services need to be able to recognize and
survive interference to ensure PNT resilience. Extended loss of PNT services could result in
mission degradation or loss if no mitigations are available.

4.2.1 Ensure Positioning, Navigation, and Timing (PNT) Resilience

[SSPR 4] If project-external PNT services are required, projects shall ensure that systems are
resilient to the complete loss of, or temporary interference with, external PNT services.

4.2.1.a [Rationale: Per www.gps.gov, PNT systems are subject to interference from both
natural and human-made sources.]

4.2.1.b The following guidance is offered to assist missions in performing trade studies to
evaluate the risk and impact of a denial of PNT services, and to design appropriate mitigations:

i.  PNT filtering algorithms that blend high-fidelity models of orbital dynamics and/or a
diversity of measurement sources have been proven in flight operations to detect and
survive interference. NASA/TP-2018-219822, Navigation Filter Best Practices,
describes NASA Engineering and Safety Center (NESC) Best Practices for navigation
filter design.

ii.  PNT computations should be tested for resiliency to invalid parameter inputs, e.g., as
specified in the current version of Global Positioning System (GPS) interface
specification IS-GPS-200, Navstar GPS Space Segment/Navigation User Interfaces.

iii.  Projects should have a plan for emergency backup independent PNT sources that is
appropriate to the mission’s risk tolerance and cost-benefit posture. Backup
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implementations involving either the mission’s space segment or ground segment are
possible. Projects should consider verifying PNT pre-flight performance to
demonstrate the spacecraft does not enter an unacceptable mode when PNT inputs
change or are interrupted.

Nominally, the emergency backup plan is only intended to enable spacecraft survival.
Projects whose mission requirements necessitate that the spacecraft continue to
perform the mission (i.e., still meet the minimum Level 1 requirements) while
operating in the face of denial or manipulation of the primary PNT source will need
to address such considerations in their planning and possibly incorporate design
Jeatures in the flight or ground hardware to provide for backup PNT capabilities.

Missions requiring PNT services should also consult NPD 8900.4, NASA Use of
Global Positioning System Precise Positioning Service.

Report Unexplained Interference

Objective: Missions need to detect and report instances of unexplained interference to enable
Agency awareness of the contested space environment and to develop appropriate mitigations.
Lack of Agency awareness of unexplained interference events could deprive NASA of indications
and warning of adversary actions and increase the vulnerability of NASA systems.

4.3.1 Interference Reporting

[SSPR 5] Projects/Spectrum Managers/Operations Centers shall report unexplained interference
to MRPP or to other designated notifying organizations.

4.3.1.a [Rationale: Command link and GPS degradation/disruption incidents can potentially
impact the safe operation of civil space missions. Additionally, NASA has the responsibility to
report unexpected interference with command links and GPS signals to other Federal agencies
in compliance with the charter of the Purposefil Interference Response Team and with the
National Space Policy.]

4.3.1.b The following guidance is offered to assist missions in implementing this requirement:

i.

iil.

Hosted instruments need only monitor indigenous telemetry and mission data.
Missions should incorporate autonomous telemetry monitoring to support operational
teams in the detection of unexpected command link energy, unexpected loss of GPS
satellite solutions, and other unexplained interference events.

Missions should incorporate procedures for operations teams to contact NASA MRPP

in case of unexpected command link energy, unexpected loss of GPS satellite
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solutions, or any unexplained interference event. The intent here is for only suspected
purposeful interference to be reported.

iv.  This requirement may be implemented in either the space segment or the ground
segment.

v.  Inthe absence of a designated notifying organization, contact NASA MRPP via
NASA-DL-EMI-REPORT@mail. nasa.gov.

vi.  MRPP, in coordination with the Enterprise Protection Program (EPP), will maintain a
registry of NASA notifying organizations, responsibilities of notifying organizations, and
external recipients of NASA notifications.

vii.  This requirement does not replace other reporting or notification requirements, such
as to the NASA spectrum managers (see NPR 2570.1, NASA Radio Frequency (RF)
Spectrum Management Manual.)

4.3.2 Interference Reporting Training

[SSPR 6] Projects/Spectrum Managers/Operations Centers shall conduct proficiency training for
reporting unexplained interference.

4.3.2.a [Rationale: Command link incidents with civil space missions have demonstrated
potential impacts to safe operations. These incidents can be easily missed if operators are not
aware of, or focusing on, the characteristics of adversarial intrusions. Additionally, GPS
incidents with civil space missions have shown that missions can unexpectedly lose GPS signals.
Furthermore, NASA has the responsibility to report unexpected interference with command links
and GPS signals to other Federal agencies. Finally, the dynamic nature of the threat
environment and operations team turnover necessitate annual proficiency training.]

4.3.2.b The following guidance is offered to assist missions in implementing this requirement:
Missions should conduct training annually, as a minimum, using the latest reporting procedures.
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APPENDIX A

REQUIREMENTS COMPLIANCE MATRIX

Due to the complexity and uniqueness of space flight, it is unlikely that all of the requirements in a NASA technical standard will
apply. The Requirements Compliance Matrix below contains this NASA Technical Standard’s technical authority requirements and
may be used by programs and projects to indicate requirements that are applicable or not applicable to help minimize costs. Enter
“Yes” in the “Applicable” column if the requirement is applicable to the program or project or “No” if the requirement is not
applicable to the program or project. The “Comments” column may be used to provide specific instructions on how to apply the
requirement or to specify proposed tailoring.

NASA-STD-1006 W/CHANGE 1
Applicable
Section Description Requirement in this Standard (Enter Yes Comments
or No)
411 Command Stack Protection [SSPR 1] Programs/projects shall protect the command stack with encryption that
meets or exceeds the Federal Information Processing Standard (FIPS) 140,
Security Requirements for Cryptographic Modules, Level 1.
412 Backup Command [SSPR 2] If a project uses an encrypted primary command link, any backup
Link Protection command link shall at minimum use authentication.
413 Command Link Critical [SSPR 3] The program/project shall protect the confidentiality of command link
Program/Project Information | CPI as NASA sensitive but unclassified (SBU) information to prevent inadvertent
(CPI) disclosure to unauthorized parties per NASA Interim Directive (NID) 1600.55,
Sensitive But Unclassified (SBU) Controlled Information, and NPR 2810.1,
Security of Information Technology.
421 Ensure Positioning, [SSPR 4] If project-external PNT services are required, projects shall ensure that
Navigation, and Timing systems are resilient to the complete loss of, or temporary interference with,
(PNT) Resilience external PNT services.
431 Interference Reporting [SSPR 5] Projects/Spectrum Managers/Operations Centers shall report
unexplained interference to MRPP or to other designated notifying organizations.
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Section

Description

Requirement in this Standard

Applicable
(Enter Yes Comments
or No)

432

Interference Reporting
Training

[SSPR 6] Projects/Spectrum Managers/Operations Centers shall conduct
proficiency training for reporting unexplained interference.
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APPENDIX B

REFERENCES

This Appendix provides reference information to the user.

B.2

Reference Document

NPD 8900.4

NPR 2570.1

NASA/TP-2018-219822

NIST Special Publication
800-160

CCSDS 232.1-B-2
CCSDS 350.0-G
CCSDS 352.0-B
CCSDS 355.0-B

IS-GPS-200

MSFC Form 4657

National Space Policy
(https://www.space.commerce.gov/policy/national-space-policy/)

NASA Use of Global Positioning System Precise Positioning
Service

NASA Radio Frequency (RF) Spectrum Management Manual

Navigation Filter Best Practices

Systems Security Engineering: Considerations for a
Multidisciplinary Approach in the Engineering of Trustworthy
Secure Systems

(https://nvlpubs.nist. gov/nistpubs/specialpublications/nist.sp. 800-

160.pdf)

Communications Operations Procedure-1

The Application of Security to CCSDS Protocols

CCSDS Cryptographic Algorithms

Space Data Link Security Protocol

Global Positioning System Directorate, Systems Engineering and

Integation, Interface Specification, Navstar GPS Space
Segment/Navigation User Interfaces (https://www.gps.gov)

Change Request for a NASA Engineering Standard
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NIST 800-53 Rev 5 Control | Control Title I Control I Related Controls I
'ACCESS CONTROL
3. Define and & the types of Towed and o within the system;
b. Assign account managers;
<. Require d criteria] for i
d.specify.
1. Authorized users of the system; - ac: ~Disabl within [Assignment ime period] when the accounts:
2. Group and role membership; and e o™ thin [Assignment time period] when th -
3. Access authorizations (i.e., privileges) and [Assignment: organization-defined attributes (as required)] for each account; (b) Are no longer associated with a user or individual;
e. Require approvals by [Assignment; organization-defined personnel or oles] for requests to create account ) A e il sl o
. Create, enable, modify, disable, and procedures, ites, and (dy Have been inactive for [Assignment: organization-defined time period].
criterial; |AC-3, AC-5, AC-6, AC-17, AC-18, AC-20, AC-24, AU-2, AU-12, CM-5, IA-2, * AC-2(4): ACTIONS - modification, enabling, disabling, and removal actions.
AC-2 Account Management 5 Monitor the use of accounts; 1A-4, IA-5, 1A-8, MA-3, MA-5, PE-2, PL-4, PS-2, PS-4, PS-5, PS-7, PT-2, PT-3, |« AC-2(6): DYNAMIC PRIVILEGE - Implement
managers and personnel or roles) within SC-7, 5C-12, SC-13, SC-37 |+ AC-2(11): USAGE CONDITIONS - Enforce [Assignment: organization-defined circumstances and/or usage conditions] for [Assignment: argammmn -defined system accounts].
1 time period] whe o longer required;  AC-2(12): ACCOUNT MONITORING FOR ATYPICAL USAGE -
2. [Assignment: organization-defined time period] when users are terminated or transferred; and
(2) Monitor system accounts for [Assignment: organization-defined atypical usage]; and
3. [Assignment: organization-defined time period] when system usage or need-to-know changes for an individual;
i. Authorize access to the system based on: (b) Report atypical usage of system accounts to [Assignment: organization-defined personnel or roles].
+ AC-2(13):DISABLE ACCOUNTS FOR HIGH-RISK INDIVIDUALS - Disable accounts of individuals within [Assignment: organization-defined time period] of discovery of [Assignment:
Avalid access authorization; organization-defined significant risks),
2. Intended system usage; and
3. [Assignment: organizationdefined attributes (as required)];
} Revew accouts for complance wihaccountmaragement eqrements[ASsigrmens;orgaizato-deined feuencl
k. Establish and implement a process for changing shared or (if deployed) when indi removed from the group; and
I A secount mpesgement posses it pesonet teminsion and oo processes
AC-2, AC-4, AC'5, AC6, AC 15 AC17, AC-18, AC19, AC-20, AC21, AC22, | AC3(12): ASSERT AND ENFORCE APPLICATION ACCESS
. [AC.20, AC.25, A2, AT- ) A8, N5, ENL1, W02, IA'S, W A, (a) Require applications to assert, as part of the installation process, the access needed to the following system applications and functions: [Assignment: organization-
ac3 |Access Enforcement enforce for logical access system resources access control polices. s e s s oy s oAy S etnedapten solcsions sl o ,
SC-4, SC-12, SC-13, SC-28, SC-31, SC-34, 514, 18 rovide 0 prevent ane
(c) Approve access changes after initia nstallation of the application
|+ AC-4(2): PROCESSING DOMAINS - Use protected processing domains to enforce [Assignment: organization-defined information flow control policies] as a basis for flow control
decisions.
+ AC-4(3): DYNAMIC INFORMATION FLOW CONTROL - Enforce [Assignment: organization-defined information flow control policies]
|+ AC-4(6): METADATA - Enforce information flow control based on [Ass\snmem organization-defined metadata).
|+ AC-4{13): DECOMPOSITION INTO POLICY-RELEVANT 3 , decompose information into
(Assignment submission mechanisms
aca formation Flow Enforcement ::\;::;:tm:::;:‘:v’:.’r:r:::‘;«;:;o:mgg p:\‘.e( ‘vzw of information within the system and between connected systems based on [Assignment :ncnzz:csﬁ ,Ayc:::;j; ::Z ::11 AU0, O3, G, CM7, LS, [ R PRIVAGY POLICY FILTER ® . mplement
defined security or privacy p ] requiring g
|+ AC-4(15): DETECTION OF , examine for
[Assignment.organizaton-defined nsanctioned information] and prohibit the rasfer of the [Assignment:
privacy policy.
|+ AC-4(21): PHYSICAL OR LOGICAL SEPARATION OF FLOWS - Separate gl
mechanisms and/or techniques] tions by types of information].
o st prvicge Employ the principle o least privilege, allowing orly authorized accesses for Users (or processes acting on behalf of users) that are necessary to accomplish |AC-2, AC:3, AC'S, AC-16, CNE-S, C-T1, PL2, PNLZ, SAS, SA-TS, SATT, |\
assigned organizational tasks
AWARENESS AND TRAINING
2. Provide security and privacy Iteracy training to system Users (Incuding managers, semior execufives, and contractors):
s part ofintial training for new users and [Assignment: organization-defined frequency] thereafter; and
.o e ol s v s e s Sy ot of e s Asigmen; rganizton defied warees o5t e 17, ., s, |22 INSOER THREAT prodde sy inin on cognitin an eportingpoentt s ndertheat.
a1-2 Literacy Traning And Awareness |, Te0Y- 31, 5.9, P12, SAB, SA1E » AT-204:SUSPCIOUS COMM SISTEM BERAVIOR - rove e d lous behavior
<. Update and [Assignment frequency] and following [Assignment; organization-defined events]; v ®
and
d. Incorporate lessons learned from internal or external security incidents or breaches into literacy d techniques.
"AUDIT AND ACCOUNTABILITY
a. Identify the types of events that the system is capable of logging in support of the audit function: [Assignment: organization-defined event types that the
system is capable of logaing];
Coordinate function with other audirelated information to guide and nform th selection citeia for |y 5 23 \C 6 4 ACe AC16 ACAT, AU, AU ASS, AU-6, AU,
pu2 ereneogging ottt .Zﬁi'wmg cvnttypes forloggios sptem s subset fthe vt tpesdfinedln (U1 AU TS GUS, G, CULTS, 1A, W, P-4, -3 P21, e
|AU-2a.) along with the frequency of (or situation requiring) logging for each identified event typel; FT-2 PT-7, RA-8, A8, SC7, SC-18, 51-3, Sk4, 517, k10, SI-11
d.Provide a rationale for why the event types selected for logging are deemed to be adequate to support after-the-fact nvestigations of ncidents; and
e. Review and update the event types selected for ogging [Assignment: organization-defined frequency).
Ensure that audit records contain information that establishes the following
2. What type of event occurred;
b. When the event occurred;
au3 ontent of Auit Records . Where the event ocurred; AU-2, AU-8, AU-12, AU-14, MA-3, PL, SA8, 517, SI-11 None
4. Source of the event
e. Outcome of the event; and
. identity of , subjects, the event.
Aue [Audit Log Storage Capacity | Allocate auditIog storage capaity o T audit og retention ] TRUZ AU, AU, AU, AUS, AUTE AU-13, AUTE, 514 None
‘Alert [Assignment: organization-defined personnel or roles] within [Assignment: organization-defined time period] in the event of an audit Iogging
aus esponse o hudt Logging process failure; and AU-2, AU-4, AU7, AU-9, AU-11, AU-12, AU-14, 514, 5112 None
b. Take the following additional actions: [Assignment: organization-defined additional actions).
a. Review and analyze system audit records [Assignment: organization-defined frequency] for indications of [Assignment: organization-defined
it Record Reiew, Analyis, | PAPPPOPTIe o unusualaciviy] an the potental Impact of the inappropriat orunusual actiiy AC2, AC3, AC'S, ACS, AG7, AC-17, AU-7, AU-16, CA-2, CA-7, CMI2, CMS
a6 e o g | . Report fincings to [Assignment:organization-defined personel or rles]; and (CL6, CM-10, CM-11, -2, A3, -5, 1A-8, 1R-5, MA None
. Adjust the level of audit record review, analysi, and reporting within the system when there is a change in isk based on law enforcement information, |RA-S, 5A-8, SC-7, SI-3, S1-4,51-7
inteligence information, or other credible sources of information
a. Use internal system clocks to generate time stamps for audit records; and
aus Time Stamps b. Recor time stamps for audit records that meet time and that AU-3, AU-12, AU-14, 5C-45 None
Universal Time, have a fined local time offset from Coordinated Universal Time, o that nclude the local time offset as part of the time stam.
2. Protect audit information and audit logging tools from Unauthorized access, modifiation, and deletion; and [AC3, AC6, AUG, AULL, AU-14, AU-TS, MP-2, P4, PE2, PE.3, PEG,
v Protection of AuditInformation b. Alert or roles) upon detection of the d dificati deletion of audit information. [SA-8, SC-8, SI-4. one
a. Provide L [Assignment: roles] to [Selection (one or more): record; view; hear; log] the
av1a Session Audit content o a user session d AC'3, ACS, AU-2, AU-3, AU-4, AU-5, AU-8, AU-9, AU-11, AU-12 None
b. Develop, integrate, and ditng activities n consul andin accordance Jicabl
ASSESSMENT, AUTHORIZATION, AND MONITORING
2. Select the appropriate Torthe type of i
. describes the scope of
1. Controls and control enhancements under assessmen;
2. Assessment procedures to be used to determine contro effectiveness; and
3 roles and A . .
n ool Assessments . Evnrs e oo sesmnt s riower e by h s il gt pesetativs i o oo 4020, C. 7. A, s, a0, S, 5038, 513, 5112, e g e neeenen e e Sctecion
e e contos i the system and s apertion psignment requeney o determine the extent t which the performance and oad testing; data leakage o dat loss assessment; Assignment; organizaton-defined other forms of assessmentll.
controls are implemented correctly, operating as intended, and producing the desired outcome with respect to meeting established security and privacy
requirements;
. Produce a control assessment report that document the results of the assessment; and
. Provide the results of the control rganization-defined individuals or roles]
a- Approve and manage the exchange of information between the system and other systems using [Selection (on of more]: inerconnection security
of understanding or agreements; user agreements;
cas Information Exchange 8 3 type of agreement]); AC.4, AC20, AUL16, CA'G, IA-3, IRd, PL2, PT7, RA3, S0, 5C7, Sz |* CA-3(6): TRANSFER AUTHORIZATIONS - Verifythat ndividuals or systems transferring data between interconnecting systems have the requisite authorizations (i, write
b. Document, as part of , controls, each permissions or privileges) prior to accepting such dat:
system, and the impact evel o the information communicated; and
. Review and update the agreements [Assignment: organizatior
[CA-8 [Penetration Testing testing [Assignment: organization-defined WEquerwvl -defined systems or system components]. RA-5, RA-10, SA-11, SR-5, SR-6 [None
'CONFIGURATION MANAGEMENT
2 Develop, document, and of the system; and
i b. Review and update the baseline configuration of the system: AC.19, AU, CA'S, ML T3, LS, W6, CVL5, CM9, CP-3, CP10,
M2 Baseline Configuration 1. [Assignment: organization-defined frequencyl; (P12 M2, PLS, PMLS, SAD, SA10,SALS, SC16 None
2. When required due d
3. When system components are instaled or upgraded.
2 Determine and document the types of changes to the system that are configurationcontraled;
b. Review proposed configuration-controlled changes to the system and approve or - |+ CM-3(2): TESTING, VALIDATION, AND DOCUMENTATION OF CHANGES - Test, validate, and document changes to the system before finalizing the implementation of the
privacy impact analyses; change:
c ange decisions system; |+ CM-3(3): AUTOMATED CHANGE IMPLEMENTATION - Implement changes to the current system baseline and deploy the updated baseline across the installed base using.
ov3 Configuration 8 d. to the system; |CA-7, CM-2, CM-4, CM-5, CM-6, CM-9, CM-11, 1A-3, MA-2, PE-16, PT-6, [Assignment: organization-defined automated mechanisms)].
e. Retain records of to the system time period); RA-8, SA-8, SA-10, SC-28, SC-34, SC-37, 51-2, 51-3, 51-4, 51.7, 5I-10, SR-11 |+ CM-3(7): REVIEW SYSTEM CHANGES - Review changes to the system [Assignment: e quency] or
f. Monitor and review d to the system; and to determine whether unaulhomed changes have occurred.
8. Coordinate and provide oversight for activities change control ' CM-3( OR Ri (CHANGES - Prevent or the system under the following circumstances: [Assignment:
element] that convenes ‘more): [Assignment: al /1; when nrgnmmlmn -defined (w(umstnn(es]
change conditions)).
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Control
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cv-a

Impact Anal

to the system to determine potential pacts prior to change

M3, CM8, CM-9, MA-2, RA-3, RA-S, RA-8, SA-5, SA-8, SA-10, 512

= C\-4(1): SEPARATE TEST ENVIRONMENTS - Analyze changes to the system in a separate
or intentional malice.

environment, Iooking for

security and privacy impacts due to flaws, weaknesses,
s [Access Restriction For Change | Define, document, nd enforce physical and logical access rest with changes to the system. [AC3, AC'S, ACE, CWES, PE3, SC28, SC.34, 5C37,51-2, 5110 None
+ V71 ~ DENY-BY-EXCEPTION
(a) ldentify programs 410 execute on the system;
(6) Employ an allow-al, execution of rograms on the system; and
{6) Revew and updae th s of unauthorized software pograms [Assgnment;orgaizaton dfine feduencyl
+ CM-7(5): AUTHORIZED SOFTWARE — ALLOW-BY-EXCERTIO!
w7 Least Functionality b. Prohibit o restict the use of the following functions, port, protocols, software, and/r services: [Assignment; organization-defined prohibited or QM- S, MG, CMLL, mploy a deny-al, permitty-exception policy to lkaw the exscution of authorized softuare programs on the system; an
reeticted funcions, sytem pors, potosel, software aneor senaces] 5C2,5C3, 5C7, 5C37, 514 (c) Review and update the lst of authorized software programs [Assignment; organization-defined frequency),
+ CM-7(6): CONFINED ENVIRONMENTS WITH LIMITED PRIVILEGES
Require that the following user-instaled software execute in a confined physical o virtual machine environment with limited prvieges: [Assignment: organization-defined
userinstalled software].
- CM-7(8): BINARY OR MACHINE EXECUTABLE CODE
(a) Profibit the use of binary or machine-executable code from sources with limited or no warranty or without the provision of source code; and
(6 Allow exceptions only for compelling mission or operational requirements and with the approval of the authorizing officia.
3 Develop and document an Inventory of system components that-
: ;“““:“"""”“f e e tem  CM-8(3): AUTOMATED UNAUTHORIZED COMPONENT DETECTION
eludes all components within the 5 a) Detect the presence of unauthorized harcware, software, and firmware components within the system using [Assignment; organization-defined automated mechanism:
s < stem Component Inventr 3. Does not include duplicae accounting of components or components assigned to any other system; -2, OV, -9, 10, VL1, CVE13, G2, CP-9, MA-2, M6, PE-20, [ 1) Drect e pesene of wiau i e, P " 8 Asie ® i
v P i 4.1 at the level of ranularity deemed necessary for tracking and reporting; ak PL9, P, SAcd, SAS, 512, SRe4 ® © avencyl;
e e e esigoment - B () ke the following actions when unauthorized components are detected: more): disable network isolate ;
cluds th lowig nforma % signmer necessary vty Issgnment,organtation deined persomel o ees
system
b. Review and update the syst ned frequency].
a. Use software and ith and copyrght laws;
b. Track the use of software and protected d
ov-10 Software Usage Restrictions AC-17, AU-6, CVI-7, €8, P30, 57 None
cftware Usage Restrction - Contland ocument he e of per - sharin Lechrlopy 0 e hat s capabity i o o the e dtiion sy,
performance, or reproduction of copyrighted wor
. Establish (Assignment - P—— G2 SOFTWARE WSTALLATON WITH RVKEGEDSTATUS
- lation polici jlow i AC3, AU-6, C-2, CVL3, CMS, CWL6, C- 4,514, 51
ov11 6 etation ol hrough e followig methos:Assgment: arganization s et and \C:3, AU-6, CV-2, O3, CWE5, CM, CW7, CAA, PL-4, 514, S1-7 4103, AUTOMATED EXFORCEENT AND MONITOR
* avenen Enforce and monitor compliance with software using [Assignment: organiz: mechanisms).
ov-14 signed Components frevent and companent has been ow7, sc-12, 5613, 517 None
digitally signed using  certificate that is recognized and approved by the organization.
CONTINGENCY PLANNING
TEstablish al . ncluding & o permit o
-8 Telecommunication Services  [operations| for essential functions within time period] when the primary telecommunications |CP-2, CP-6, CP-7, CP-11, SCG-7 None
capabilties are unavailable at ither the primary oralternate processing or storage stes.
. E—— hen hsgrments rg o defined conitos] ar Gt ener e e ofGpration Wi FSgnment agarzator 6o ATEIors o |0y <o o, 115,517 o
safe mode of operation
TDENTIFICATION AND AUTHENTICATION
< TA-2(1): MULTI-FACTOR i COUNTS
implement multi-factor authentication for access to privileged accounts.
+ 1A-2(2): MULTI-FACTOR AUTHENTICATION TO NON-PRIVILEGED ACCOUNTS
\dentification and AC2, AC3, AC4, AC14, AC-17, AC-18, AU-1, AU-6, IA-4, IA'S, 1A-5, MA-, accounts.
a2 rganizational users and assocate that unique identification with processes acting on behalfof those users ) ACA, ACLY ACAT, ACIS, AU-L AUG, IA-G, IA'S, 1A-8, MA-S,
(Organizational Users) creanizational users and assocate that unique identfication with processes acting on beha e MA'S, PE-2, PL4, SA4, SA-S - A WITHGROUP
[When shared accounts or authenticators are employed, require users to be ndividually authenticated before granting access to the shared accounts or resources.
+ 1A-2(8): ACCESS TO ACCOUNTS - REPLAY RESISTANT
implement replay-resistant authentication mechanisms for access to [Selection (one or morel: pivileged
+ 1A-3(1): CRYPTOGRAPHIC BIDIRECTIONAL AUTHENTICATION
Device Identifcation and Uniquely identify and authenticate [Assignment and/or types of devices a more):local
a3 auely identfy sy fortypes 1 ) AC17, AG18, AC-19, AU-6, CA-3, CAD, 1A-4, 1A'S, 1A-9, IA-11, 514 [Authenticate [Assignment:organization-defined devices andj/or types of devices] before establishing [Selection (one or morel: local; remote; network] connection using
Authentication remorte; network] connection. pa
Manage system identifers by
2. Receiing authorization from [Assignment:organization-cefine personnelor roles] to 3ssign an indiidual group, o, envce, ordevice entfier, |3 ¢ 15 13 4 C 4 8 a0 A 12, MAS, PE-2,PE.3, PE.G, PL, P12, |+ IA-(4): IDENTIEY USER STATUS
= dentifier Management b.Selecting an denifier that identifies an individual, group, role, serice, or device;
Ps-3, Ps-4, P5-5, 5C:37 Manage incividua identifers by ying each indivicual as identifing indiidual status]
. Assigring the identifier to the intended individua, group, role, service, or device; and
d.Preventing reuse of dentifers for ined time period]
Manage system autherticators by:
2. Verifying, a part of the iitial authenticator distribution,the identityof the indvidual, group, role, service, or device receiving the authenticator;
b. Establishing intil authenticator content fo any authenticators issued by the organization;
. Ensuring that authenticators have suficient strength of mechanism for their intendied use;
d_Establishing and implementing administrative procedures for initial i ,for lost or damaged and
= [Authenticator Management (" Fevoking authenticators; AC-3, ACG, M6, 1A, A4, A7, 1A', A9, MA-, PE-2, PL-, SC-12, 5C-13 |« -5(7) NO EVIBEDDED UNENCRVPTED STATIC AUTHENTICATORS
. Changing default authenticators prior to first use; or ther forms of static st
. Changing or refreshing (Assignment time period ype] or when [Assignment: organization-defined
events] occur;
8. Protecting authenticator content from unauthorized disclosure and moification;
. Requiring individuals to take, and having devices implement, specific controls to protect authenticators; and
i, Changing for group or role accounts when accounts changes
Gentiication and AC2, ACE, AC 14, AC 17, ACTS, AUG, 1A-2, A4, 1A-5, 1A-10, IA-T1, MAS,
" - e . ot  AC14, ACT7, AC18, AU-6, A2, 1A-4, 1A-S, 10, IA-TL, MAS, [ (o
s Ve users o on behalf of users o o acs None
™ Senvice Identiication and Ol Gerly o authencate gt Services and appiications] e W GOCES, (L0 2 a5 OB o
users, o other services or applications.
10 doptive Authentcation Require Indiduals accessing the system (o employ [ echriques or mechans ] under [ o o e
specifc [Assignment: organizati situations].
=5 Require users to re-authenticate when or situations requiring [AC3, ACTL A2, A3, A% AS one
a.Identityproof users that Tor logical access based Tevel requirements as speciied in
1a-12 Identity Proofing epplicable standards and guidelines; ACS, A1, 102, A3, 1A-4, A5, 1A6, A8 None
b. Resolve user dentities to a unique individual; and
. Collect,valdate, and verify identity evidence.
TNGIDENT RESPONSE
~ TR-4(3): CONTINUITY OF OPERATIONS
\dentify [Assignment: organization-defined classes of ncidents] and take the following actions i response to those incidents to ensre continuation of organizational mission and
business functions: [Assignment: organization-defined actions to take in response to clases of incidents|.
« IR-4(5): AUTOMATIC DISABLING OF SYSTEM
ol . ncdent response areparation, detection and implement a configurable capabilit to automaticallydisable the syste i [Assignment: orgarization-defined security violaions] are detected
+ IR-4(6): INSIDER THREATS
anly's,contalnment, eaccaton, and recowry, sabilty or nsider threats.
b. Coordinate incident handing acthities with contingency planning actiites; IAC19, AU-6, AU-7, OV, CP-2, CP-3, P-4, IR-2, IR-3, RS, IR-5, IR, PE-5, | i derthrea
e Incident Handiing . Incorporate lessons learned from ongoing incident handling actiites into incident response procedures, raining, and testing, and implement the PL2, PM-12, SA-8,5C-5, 5C7, 513, 514, 517 A7) NSIoER THReATs TR ORGAUEATION COORDIATIN he olloving s assgnment:
resulting changes accordingly; and e followi entites [Assignmend
a0 s AN COORRATION
d. Ensure the rigor, ntensity, scope, and results of incident handiing activites are comparable and predictable across the organization.
the rigor, intensity, scope, o *handiing act P o e Coordinate incident haning actvties involving supply chain events with other orgarizations involved in the supply chain
+ 1R-0(12): MALICIOUS CODE AND FORENSIC ANALYSIS
[Analyze malicious code and/or other residual artifacts remairing i the system after the incident.
+ IR-4(13): BEHAVIOR ANALYSIS
|Analyze anomalous or suspected adversarial behavior in o related to [Assignment: organization:defined envronments or resources].
B ncdent time « R-G(3): SUPPLY CHAIN COORDINATION
r-6 Incident Reporting period); and V6, CP-2, R4, IR-5, I8, IR-9 Provide incident information to e provider o the produet or service and other organizations invalved in the supply chain or supply chain governance for ystems or system
b. Reportincident information to [Assignment; or Jcomponens related to the incident
WAINTENANCE
s aenance Tools 3. Approve, control, and monitor the use of system maintenance tools; and a2, PE-16 « MA-3(6): SOFTWARE UPDATES AND PATCHES

b. Review pr maintenance tools fined frequencyl.

tools to ensure the updates and patches are installed.

APPROVED FOR PUBLIC RELEASE




Revision: Rev A

Document No: SS BPG

Release 18 OCT 2023

Page: 51 of 57

Title: Space Security: Best Practices Guide (BPG)

3. Measuring vulnerability impact;

<. Analy: W results from y 8

d response times] in e with an organizational assessment of risk;
e. share from g d control assessments with [Assignment: organization-defined personnel or
(o in ,and

that include the to be scanned.

538, 512, 51-3, 514, S17, SR-11

NIST 800-53 Rev 5 Control | Control Title [ Control Related Controls I Control
PHYSICAL AND ENVIRONMENTAL PROTECTION
2. Develop, approve, and maintain a st of indviduals with authorized access to the facilty where the system resides;
. ohysical Access Authorizations | B [550¢ uthorzation credentials orfcilty access; AT3, AU-9, 1.4, MA'S, MP-2, PE-3, PE-4, PES, PE-8, P12, PS o
<. Review the access list detailing authorized facility access by individuals [Assignment: organization-defined frequency]; and PS- 6
d. Remove individuas from the facilty access list when access i no longer required.
a. Enforce phy ] to ty ‘the system resides) by:
1. Verifying individual access authorizations before granting access to the facily; and
2. Controling ingress and egress to the facilty using [Selection (one or mare): [Assignment:organization-defined physical access control systems or
devices]; guards);
b it exitpoints];
s orysical Aceess Contrl . Control access to areas within the ignated as p o g the following controls: [Assignment: organization-defined —[AT-3, AU-2, AU-6, AU-9, AU-13, CP-10, IA3, 1A'8, MA-5, MP-2, MP-4, PE-2, |
ohsical acces conros; PE4, PE-5, PE-8, PS-2, PS-3, PS-6, PS-7, RA-3, 5C-28, S1-4, SR-3
d. Escort visit quiring. and control vl
. Secure ks, combinations,and othr phsical access devices
£ nventory access devices] frequencyl;
8. ct and keys lrequency] and/m when keys are lost, combinations are compromised, or when
dvidua the keys or combinations are transferred o terminated.
PROGRAM MANAGEMENT
2. Develops a comprehensive strategy to manage:
1. Security risk to organizational operations and assets, individuals, other organizations, and the Nation associated with the operation and use of AC1, AU-1L, AT-1, CAL, CA2, CA'S, CAG, CA7, CMHL, CP-1, IA-L IR,
oo organizational systems; and VAL, MP-1 PE-1, PL-1, PL2, P2, PMAS, P18, P28, PM-30, PS-1, |
2 ting from the authorized processing of personally identifiable information; T3, RA-L, RA-3, RAD, SA-L SA-4, SC-1, 5C-38,S1-1, SI-12,
b. Implement the d
c. Review and update the risk organization-defined frequency] or as required, to address changes.
2. Manage the security and p tems and the which those perate processes;
P10 | Authorization Process b. Designate individuals to ulfil specific roles K  process; and P2 None
. Integrate the anization-wide risk
i [ACG, AT-2, AU-G, AU-7, AU-10, AU-12, AU-13, GA-7, 1A-4, R4, WP, PE2,
P12 nsider Threat Program I thatincludes a threat incident handiing tear. it pars b o b pon S St S P None
> ety and docomer
affecting ! and risk monit
2. Constraints afecting risk assessments,rsk responses, and sk monitoring;
PM-28 Risk Framing 3. Priorities and trade-offs considered by the organization for managing risk; and [CA-7, PM-9, RA-3, RA-7 [None.
Organizational isk tolerance;
b, Distrbute the results ofrsk framing actvitie to [Assignment: organization-defined personnell; and
c. Review and update risk fras [Assignment: organization-defined frequency).
ging supply chain risks. 3 iti te and disposal of
o Chain svstems Setom component, and ystem sences; o o ' ONESSENTIALIT
c RQV\SW and update the supply chain risk management strategy on [Assignment: organization-defined frequency] or as required, to address g " y .
PERSONNEL SECURITY
e T i ol gl st
ps-2 position b. Establish vg those positions; and AC'S, AT-3, PE-2, PE-3, PL'2, PS-3, PS-6, SA'S, SA-21, 5112 None
e Review and ssignment: organization-defined frequency].
RISK ASSESSMENT
2 Conduct a isk assessment, ncludi
1 dentifying threats to and vuinerabiltes in the syste
m from unauthorized use, disclosure, disruption, modification, or destruction of the systen,
the information it processes, stores,or transmits, and any related information; and
3. Determining the likelihood and impact of adverse effects on indviduals arising from the processing of personally identifable information; 3, Cht, A, LS, C6, P, 8, WS, P, P, Pt L, | RAS(1ESUPPLY CHAIN ISK ASSESSMIENT
A Risk Assessment bklnlegram m: assessment results and risk management decisions from the organization and mission or business process perspectives with system-level |2 0 "o ol o o T Tor DI Sl R T T ih) Wslems, sys(:m o ts, and system servv:es], and e
risk assessments; when there o , or when changes
ment risk in [Selection: privacy plans; risk report; [Assignment: sc38,sk12 to the svsrem environments of operation, or other conditions may necessitate a change in the supply chain.
d. Review risk [Assignment:
e. Disseminate resuls to personnel or oles}; and
f. Update. [Assignment: /) or when there are significant changes to the system, its environment of
operstion, o oher condions tha may impact he securc o rvacy e of e sstem
2 Moslorand scan o wherblfies n he sten yin accordance
process] p v & the system are identified and reported;
b. Employ vulnerability mommnng ‘tools and techniques that facilitate Is and
Process by using standasus for * RA-5(2): UPDATE VULNERABILITIES TO BE SCANNED
1. Enumerating platf . and improper Update the system or more): [Assignment quencyl; prior to 2 new scan; a
[Vulnerability Monitoring and 2. Formatting checKists and test procedures; and ca2, CM-2, CV-4, CM6, OV-8, RA-2, RA3, SA-11, SA-15,
. dentifed and reported)

« RA-5(3): BREADTH AND DEPTH OF COVERAGE
Define the breadth and depth of vuinerability scanning coverage.

. Implement only organization-approved changes to the system, component, or service;
d. Document approved changes to the system, component, or service and the potential security and privacy impacts of such changes; and
e. Track security flaws and flaw resolution within the system, component, or service and report findings to [Assignment: organization-defined personnel]

= estoto s o ety o e, Sececs moAAcG o s A lernce. A 9, VA P28, RAE, RAS. 52 None
SYSTEM AND SER\IIC(S ACQUISITION
2. Acquire, develop, and manage the system using [Assignment: organization-defined system development life cycle] that incorporates information
ons stom Dxlopmen el | G aféGoutment oo sty an ey s a espniies ot e st devlogment e e T8 P8 V7 S04 S S8, S S A S22 SRS
c \denlv’v individuals having. mlevmatven security and privacy roles and responsibilities; and "
& mete b —
lncmde me following reqmremems, descnmmns, and criteria, exphcmv or by reference, using lselecuon (one or more): standardized contract language;
e s s e comrer, o e s
2. Security and privacy functional requirements; * SA-4(3): DEVELOPMENT METHODS, TECHNIQUES, AND PRACTICES
& Stentof e enemen ears e doloerf e sy, e omporer o e eice o demonsate e o st develapment e e proces it e
& Secmyond ey aanc eqatemers () s ot efoed s oree ot
™ s raes & ol e i o ety oy eurements (s, O 57 sk sws, s s swss swis s swan, | (G oor o R ——
e. Security and privacy documentation requirements; d (©) [Assignment: g, evaluation, assessment, verification, and validation methods; and quality control processes].
f. Requirements for protecting security and privacy documentation; * SA-4(9): FUNCTIONS, PORTS, PROTOCOLS, AND SERVICES IN USE
& syt the st aclomen el oo anirounetn v the sse i e gt eare e doloert sy, s3ems ponet o st seie ot e urctins, s, s, and s nnded o gzl s
h. Allocation of responsibility or identification of parties responsible for information security, privacy, and supply chain risk management; and
™ IR —— e~ e devtopment, e, moafaton o e P, P72, A5, 5, S5, S, 15, 17 420,502 503, |- S-S (AST PIEGE
Principles system and system components: [Assignment: organization-defined systems security and privacy engineering principles]. [SC-32, 5C-39, SR-2, SR-3, SR-4, SR-5. plement least privilege in systems or system components).
2. Require that providers of external system services comply with organizational security and privacy requirements and employ the following controls:
[Assignment: organization-defined controls]; * SA-9(2): IDENTIFICATION OF FUNCTIONS, PORTS, PROTOCOLS, AND SERVICES
sns [— e — e ——— AC20, G, P2 1 7,10, P, 7,52, 58,553,555 (1t posof e ol stonr s 5ues 9y o fnn pors, s, adihr e equird for h o uchsnies: Assgnment
c. Employ the following processes, methods, iques to monitor service providers on an ongoing basis: [Assignment: organization-defined external system services].
ethods, and techniques].
* SA-10( AND FIRMWARE INTEGRITY VERIFICATION
eure e doloerof h s,y seore o e e o el gty v cation o sfwarean mvare cmpeners
* SA-10(3): HARDWARE INTEGRITY VERIFICATION
o ————— eure e detoerf sy, e omporer, ot sece o e gy elcationofhrdwrecompanns.
o coeson mamgemert e e, companen o it decopment; J— Sk oy ToSTED GeNERATOW
o ot th devloper o o e, sysem comporer syt s 0 employ ol for campring o ,
a0 omopmrcntistan (S mange, and ool e gyt chnges o s - 2, s e, v, v, sn S S S, o cote wih st v

+ 5A-10(5): MAPPING INTEGRITY FOR VERSION CONTROL

[Require the developer of the system, system component, or system service to maintain the interity of the mapping between the master build data describing the current version
of security-relevant hardware, software, and firmware and the on-site master copy of the data for the current version.

+ SA-10(6): TRUSTED DISTRIBUTION

for ensuring. hardware, software, and firmware updates

Require the developer of the system, system component, or system
a exactly as specified by the master copies.
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NIST 800-53 Rev 5 Control

Control Title

Control

Related Controls

sa-11

Developer Testing and Evaluation

Reauie the developer o the sys!em system component, or system service, at all postdesign stages of the system development lfe cycl, to:
ngoing assessments;
b. Perform P more): nit;ntegrati quency] at

the execution of th the resuits of the testing and evaluation;
& mplemant a veriable fiaw remedistion procecs; and
. Correct flaws identified during testing and evaluation.

 SA-5, A8, SA-15, SA-17, SI-

| SA-11(1): STATIC CODE ANALYSIS
Reuire the developer of the system, system component, or system service to employ tatic ode analyss toos to identify common flaws and document the results of the
analyss.
| SA-11(2): THREAT MODELING AND VULNERABILITY ANALYSES
Require the developer of the system, system component, or system service o perform threat modeling and uinerabilty analyses during development and the subseauent testing
and evaluation of the system, component,or serice
() Uses the followin contextual nformation: Assignment impact, operations, known or assumed threats, and
acceptable risk levels];
(b) Employs the 4 and methods: tools.
(c) Conducts the modeling and analyses at the following level of rigor: d d breadth and depth of modeling and
(d) Produces evidence that meets the following [Assignment:
|+ SA-11(4): MANUAL CODE REVIEWS
Require the developer of the system, system component, or system service to perform a manual code review of [Assignment: organization-defined specific code] using the
following processes, procedures, it [Assignment processes, procedures,
| SA-11(5): PENETRATION TESTING
Require the developer of the system, system component, or system service to perform penetration testing:
(a) At the following level of rigor: [Assignment: organization-defined breadth and depth of testing]; and
() Under the following constraints: [Assignment: organization-defined constraints],
|+ SA-11(6): ATTACK SURFACE REVIEWS.
Requirethe developer of the system, system component, or system service to perform attack surface eviews
| SA-11(8): DYNAMIC CODE ANALYSIS
Require the developer of the system, system component, or system service to employ dynamic code analysis tools to dentify common flaws and document the results of the
analys
| SA-11(9): INTERACTIVE APPLICATION SECURITY TESTING
Recuire the developer of the system, system component, or system service to employ interactive application secuitytesing tools to dentifyflaws and document the results.

sa-15

Development Process, Standards,

and Tools

3. Require the developer of the system, system component, or system service to follow a documented development process that:
1. Explicitly addresses security and privacy requirements;
2. Identifies the standards and tools used in the development process;
3. Documents the specific tool options and tool configurations used in the development process; and
4 Documents, manages, and ensures the integtty o changes o the process ard/or toos sed n development;and
b. Review the development process, standards, tools, tool options, and tool frequency]
the process, standards, tools, tool options and tool configurations sclk:tcdandnmp\uycd can satisfy the following security and privacy requirements:

(nssie

MA6, 5A-3, A4, SA-

, SA-10, SA-11, SR-3, SR-4, SR-5, SR-6, SR-9

+ 5A-15(5): ATTACK SURFACE REDUCTION
Require the developer of the system, system component, or system service to red: to thresholds].
-+ SA-15(7): AUTOMATED VULNERABILITY ANALYSIS
Require the developer of the system, system component, or system service [Assignment: organization-defined frequency] to;
(a) Perform an automated wulnerabilty analysis using [Assignment: organization-defined tools]
(b) Determine the exploitation potential for discovered wulnerabilities;
] for delivered
(d) Deliver the outputs of the tools and results of the analysis to [Assignment: organization-defined personnel or roles)
 SA-15(8): REUSE OF THREAT AND VULNERABILITY INFORMATION
Require the developer of the system, system component, or system service v . components, or services to
inform the current development process
+ SA-15(11): ARCHIVE SYSTEM OR COMPONENT
Require the developer of the system or system component to archive the system or component to be released or delivered together with the corresponding evidence supporting
the final security and privacy review.

a7

Require the developer of the system, system component, o system service (o produce a Security and
als that s an integral part the organization's enterprise architecture;

Privacy

[Architecture and Design

b the rea privacy W the allocation of control physical and logical
components;

cExpressesmwmmwdualmunwancpnuacyfunmons,memamsms,andswces ork together to pr d
2 protection.

PL-2, PLS, PM.7, SA3, SA-4, SAS, SC-7

+ 5A-17(7): STRUCTURE FOR LEAST PRIVILEGE
Require the developer of the system, system component, or system service. ftware, and firmware access with
least privilege.

5A-20

Customized Development of
Critical Components

[Reimplement or custom develop the following critical system com ponents: [Assignment; organization-defined crtical system components].

CP-2, RA-9, 5A-8

None

sa21

[Require that the developer of [Assignment: organization-defined system, system component, or system service]

g

a.t access auth {Assigoment dofcial government duies);and
b_Satisfies the following additional personnel screening criteria: | 1 criteria).

PS-2, PS-3, PS-6, PS.7, SA-4, SR-6

None

SYSTEM AND COMMUNICATIONS PROTECTION

sc3

security

6,AC25, CM-2, -4, SA-4, SAS, SA'8, SA-15, SA-17, 5C2, 5C,

None

sca

information in

Prevent unauthorized information transfer via shared system resources.

. 32,5039, 5116
[AC3, AC4, 5A-8

a. [Selection: Protect against; Limit] the effects of the following types of [Assignment types of denial-of-

Protection

b. Employ the following controls to achieve the denial-of- [Assignment by type of d )

CP-2, 1R-4, 5C-6, 5C-7, 5C-40

None
 SCS(3): DETECTION AND MONITORING

(a) Employ the following monitoring tools to detect indicators of denial-of-service attacks against, or launched from, the system: [Assignment: organization-defined
monitoring tools}; and

(b) Monitor the following system resources to determine if sufficient resources exist to attacks: [Assignment:
resources].

Resource Availability

Protect the availabilty of resources by allocating [Assignment: by more)  quota; [Assignment
organization-defined controls]

scs

None

sc7

. Monitor and control communications at the external managed interfaces to the system and at key internal managed interfaces within the system;
b. Implement subnetworks for publicly accessible system components that are [Selection: physically; logically] separated from internal organizational
tworks; and

. Connect to external networks or systems. of arranged in accordance with an

security

AC-4, AC-17, AC-18, AC-19, AC-20, AU-13, CA-3, CM-2, M-, ),
cP-8, CP-10, 1R-4, , PLLB, PMI-12, SA-8, SA-17, SC-5, SC-26, SC-32,
35,5043

-4,

[+ SC-7(3): ACCESS POINTS
Limit the number of exteral network connections to the system.
- SC-7(4): EXTERNAL TELECOMMUNICATIONS SERVICES
(a) Implement a managed interface for each external telecommunication service;
(b) Establish a trafic flow policy for each managed interface;
(c) Protect integrity of the. d h interface;
(d) Document each exception to the traffic flow policy with a supporting mission or business need and duration of that need;
(e) Review except raffc low policy [Assig quency] that are no longer supported by an explict mission or
business need;
(f) Prevent unauthorized exchange of control plane traffic with external networks;
() Publish information to enable ramote networks to detect unauthorzed control plane trafficfrom inernal netuworks; and
() Filter unauthorized control plane traffic from external networks,
|+ SC-7(5): DENY BY DEFAULT — ALLOW BY EXCEPTION

traffic by def I traffic by exception [Selection (one or more): at managed interfaces; for [Assignment;
organization-defined systems]]

- 5C-7(9): RESTRICT THREATENING OUTGOING COMMUNICATIONS TRAFFIC

(2) Detect and deny outgoing communications traffic posing a threat to external systems; and

(b) Audit the identity of internal users associated with denied communications

- SC-7(10): PREVENT EXFILTRATION

(a) Prevent the exfiltration of information; and

(0) C tests quency]

+ SC-7(11): RESTRICT INCOMING COMMUNICATIONS TRAFFIC

Only allow incoming from [Assignment to be routed
-+ SC-7(12): HOST-BASED PROTECTION

mechanisms) components].

2 SC7(13) ISOLATION OF SECURITY TOOLS, MECHANIS, AND SUPPORT COMPONENTS

Isolate [Assignment: organization-defined information security tools, mechanisms, and support components] from other internal system components by implementing physically
separate subnetworks with managed interfaces to other components of the system.

+ SC-7(14): PROTECT AGAINST UNAUTHORIZED PHYSICAL CONNECTIONS

Protect against unauthorized physical connections
 SC-7(15): NETWORKED PRIVILEGED ACCESSES
e retwored,priveged acceses traugh s deicte, managed terfceforprposes fscess cotol and audting
 SC-7(16): PREVENT DISCOVERY OF SYSTEM COMPONET

Prevent the discovery of
. SC117) AUTOMATED ENFORCEMENT OF PROTOCOL FORMATS

Enforce adherence to protocol formats.

-« SC-7(18): FAIL SECURE

Prevent systems from entering unsecure states in the event of an operational failure of a boundary protection device.

- SC-7(19): BLOCK COMMUNICATION FROM NON-ORGANIZATIONALLY CONFIGURED HOSTS

Block that are by end users and
external service providers.

 SC-7(20): DYNAMIC ISOLATION AND SEGREGATION

Provide the capability system components] from other system components.

+ SC-7(21): ISOLATION OF SYSTEM COMPONENTS.

toisolate components] supporting [Assignment: organization-defined missions and/or
business functions].

 SC-7(22): SEPARATE SUBNETS FOR CONNECTING TO DIFFERENT SECURITY DOMAINS

Implement separate network addresses to connect to systems in different security domains.

+ SC-7(28): CONNECTIONS TO PUBLIC NETWORKS

Pronibit [Assig system] toa
-« SC-7(29): SEPARATE SUBNETS TO ISOLATE FUNCTIONS

Implement [Selection: physically; logically) separate subnetworks to isolate the following critical system components and functions: [Assignment: organization-defined critical
system components and functions).

Transmission Confidentiality and

Integity

Protect the [Selection (one or grity) of

[AC-17, AC-18, AU-10, 1A-3, 1A-8, IA-S, MA-4, PE-4, SA-4, SAS, SC-
5C-20,5¢23, 5C-28

,SC16,

+ SC-8(4): CONCEAL OR RANDOMIZE
implement conceal or unless otherwise protected by [Assignment: organization-defined alternative physical

Mobile Code:

. Define acceptable and unacceptable mobile code and mobile code

|AU-2, AU-12, CW-

, CM6, 513

+ SC-18(5): ALLOW EXECUTION ONLY IN COF

b. Authorize, monit the use of mobile code within the system

|Allow execution of permitted

Covert Channel Analysis

a. Perform a analysis y those aspects of Within the system that are potential avenues for covert [Selection (one or
more): storage; timing] channels; and
b. Estimate the maximum bandwidth of those channels

, AC-4, 5A-8, SI-11

None
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implement a tamper protection program for the system, system component, or system service.

NIST 800-53 Rev 5 Control Control Title Control Related Controls Cc
o E— o o e 7 ATt gt B Y Crponens] 67 T ot STecon: Pyl R a G o ST (o3 . ss oCa, 503,507, S0 o
based on [Assignment: organiz: for. thsvca\ or Iagw:a\ separation of components).
o5 el o 0 inciude sysiem componerts that o malidos websies EE TSI ere
E=n Procss slation it sepaate xution doman for Spiem process AC3.AC 4, ACG, RO 5. A 8.8CT SR, Hone
|+ SC-40(1): ELECTH INTERFERENCE
Implement that achieve d level of protection] against the effects of intentional electromagnetic interference.
sc-40 Wireless Link Protection andinternal finks] from the following signal parameter attacks: [Assignment: organization- | g ¢¢ « SC-40(3): IMITATIVE OR MANIPULATIVE COMMUNICATIONS DECEPTION
defined types of signal parameter attacks or references to sources for such attacks).
mpement ansmissons that are dellrat attempts 3eiev it o manipuatve commuricatons decepton
e onsgntporameters
etaraton Grambers ETT iy Wit e Geed i, s o Toctr] SC5E 18,507 5676 SIS B W IEIT fone
SYSTEM AND INFORMATION INTEGRITY
. ety repor, and carectsstem flaws;
. o Remediaton BT st st s e 0l emedton ol andscnl i s fr i o5, 03, U, CARS, o, L8, A2, RS, SA8, A0, SA 1L, |
tall within [Assignment: period] of the release of the updates; and S1-3, 51-5, S1-7, SI-11
& ncoprae e Contrsion margement s
a. Implement [Selection (one or L 3 -ode protection mechanisms at system entry and exit points to
iec an eradicate malcions ot
b. Automatically update malicious code protection mechanisms as new releases are available in accordance with organizational configuration
" Core o o oeston mectaisms o 4348 ETECT UNAUTHORZED COMMANS
513 Malicious Code Protection 1. Perform periodic scans of the system [Assignment: organization-defined frequency] and real-time scans of files from external sources at [Selection [AC4, AC'19, CM3, M-8, R4, MA'3, MA4, PL-9, RA-S, SC7, SC.23, SC.26, () Detect the following unauthorized operating system commands through the kernel interface on
5C-28, SC-44, 51-2, 5I-4, SI-7, 51-8, 5I-15. ): [Assignment: system commands]; ai
(one or more): endpoint; network entry and exit points] as the files are downloaded, opened, or executed in accordance with organizational policy; and b} (sotecion (oné or mevel 5eus 2 warmings sl the Cormmand exeeution: crevent the exacution M me command]
2. [Selection (one or more): block malicious code; quarantine malicious code; take [Assignment: organization-defined action]); and send alert to " v
ssrment aacaonsine pesonl r k) s ol cd deccion o
o Akress thercept of false and radiction and h eslingpoteial Impack o the avlaily fthe
e,
ST SYSTEV R TRUSION GETECTON SVSTev
Connect an configur ncidunItrusion detectontols it  sse-wide nrsin deteton ssem.
* SI-4(2): AUTOMATED TOOLS AND MECHANISMS FOR REAL-TIME ANALYSIS.
oy automated ons and mechaniss 0 supportnear real-time anlssof events,
* SI-4(4): INBOUND AND OUTBOUND COMMUNICATIONS TRAFFIC
@ for sl on conditions fr inbound vat
(b) [Assigr [Assigr unusual
acviies o conitons],
* SI1-4(10): VISIBILITY OF ENCRYPTED COMMUNICATIONS.
that [Assignment ] is visible and
mechanisms].
|+ SI-4(11): ANALYZE COMMUNICATIONS TRAFFIC ANOMALIES
[Aratye cuthcund communicatons rafic t the extmal nefaces 0 the st andslcte [Assgenent:rgaizatin-define it POt wthinthe syste) todisconer
e,
'+ 51-4(12): AUTOMATED ORGANIZATION-GENERATED ALERTS.
. Monitor the system to detect: Alert lA‘ssvgnmen( avgamzauon—dermed personnel or roles] ulsmﬁ [Assignment: organization-defined automated mechanisms] when the following indications of inappropriate or
(s el Thesgrmen: cerers]
ab‘ulm:t:l.jc:::nd indicators of potential attacks in accordance with the following monitoring objectives: [Assignment: organization-defined monitoring .+ 51.4(13): ANALYZE TRAFFIC AND EVENT PATTERNS.
2. Unauthorized local, network, and remote connections; (:] :nzly‘m cm':'l‘ﬂlmlcﬂlmﬂﬁ traffic and evenl‘::altergx for the system; .
b. Identify unauthorized use of the system through the 'd methods: iques and methods]; (b) ueve :p Pr "l les r;pv;s;mmgmwn‘vmon traffic and event pa‘uergs, anc
Ik el mrioring capiiles o depoy montong devecs A2 A3 A8, A8, A7, A2 AU, AU, AU, AUz A, | 16 Use e and vt rfes 1 toing syt montorngdeices
si-a System Monitoring the system to collect ) < e L O s s P2 mploy a wireless intrusion detection system to identify rogue wireless devices and to detect attack attempts and potential compromises or breaches to the system.
At i o locations wi o sysem o o merest o : o012, 5, RA 10, 5C3,5C7, 5018, 5C.26,5C 31,535, 50 36,5037,
'+ SI-4(15): WIRELESS TO WIRELINE COMMUNICATIONS
¢ :ga“'g;j;j;j;‘f‘; S OGOl e thre s change sk o oxganzon! operations o s, it aer gt o |C O ST SRS iy a nvusondetcon e ta moitorwirelsscommunications I s the afic passs from wirses o wieine ek
the Na‘non, i . . v » o " v " * Sl-2 4‘(161 'CORRELATE MONITORING INFORMATION
corelte ploed througho he sysem.
1 Obtanega opnion egrdingsystem montcring st nd Coelte nfermation fom mioing tos o e
. Poid (asgnment: oganization dfined system moitsing informatin] [R—p— L SHLL WTEGRATEDSTUATONAL AWATENESS I
more): as needed; [Assignment: organization-defined frequency]]. « 51-4(18): ANALYZE TRAFFIC AND COVERT EXFILTRATION
|Analyze outbound communications traffic at external interfaces to the system and at the following interior points to detect covert exfiltration of information: [Assignment:
cganzain-defined nr ponts withinthe st
* SI-4(19): RISK FOR INDIVIDUALS.
emet A mniorin)of ndduas who e been y s s posingan
Increased v o sk
'+ 51-4(20): PRIVILEGED USERS.
Implement the following additional mommvwg o! privileged users: [Assignment: organization-defined additional monitoring].
* SI-4(22): UNAUTHORIZED NEYWORK SERVICE
o etec thave orized orsproved orztion o approval processesand
(b) [Selection (one or mare) Audu‘ Alert [Ass\snmenl or roles]]
* 51-4(23): HOST-BASED DEVICES
Implement the following host-based monitoring mechanisms at [Assignment: organization-defined system components): [Assignment: organization-defined host-based
itoring mechanisms].
ST424), NDICATORS oF compromse
biscover et and srute o [asinennt: ngnisato defned personel o rles, nteatrs of comprois evided
|+ 5I-7(12): INTEGRITY VERIFICATION
A e s ang | e megryvefcion ook o dtet s tothe fllwing sftwar,firmuare, and iformatr: [Assgnment oranzation s, o, o, s, 855,55, 515, (LSO sty ool sl st e o
7 Information Integrity b. Take the following actions when unauithorized changes to the software, firmware, and information are detected: [Assignment: organization-defined s 12,5C-13, SC-28, SC-37, 513, SR-3, SR-4, SR-5, SR-6, 5R-9, SR-10, SR-11|* S"7(15): CODE AUTHENTICATI
actions]. \fmplemem uvvmeraln;wlc me:hamsmx to authenticate the following software or prior or
ermars compemet
SI-10(3): PREDICTABLE BEHAVIOR
Ve ht th sysem behaves na predictable and documended maner when mald It are reched
* 51-10(4): TIMING INTERACTIONS.
Accont for ing itractions armong sstemcoeponens i et apropat esponss ol s,
51-10 Information Input Validation |Check the validity of the following information inputs: [Assignment: organizationdefined information inputs to the system]. None - §1-10(5): RESTRICT INPUTS TO TRUSTED SOURCES AND APPROVED FORMATS
Restc th ue of ol o mats]
* 5I-10(6): INJECTION PREVENTION
ot nctons
- Ee—— I e s e s s ] 5 P —— -
— - formation Refresh Refresh {Assignment: organization-defined nformation] at [Assignment; organizationdefined frequencies] or generate the information on demandand | one
cire e hiomaton e tonger eeded
SUPPLY CHAIN RISK MANAGEMENT
. Devlo, documes, and orrd)
1. [Selection one or more): Organization-level; Mission/business process-level; Systemlevel] supply chain risk management policy that:
(a) Addresses purpose, scope, roles, responsibilities, management commitment, coordi entities, and
(b} Is consistent with applicable laws, executive orders, directives, regulations, policies, standards, and guidelines; and
- solcy and Procedures 2. Procedures to facilitate the implementation of the supply chain risk management policy and the associated supply :ham visk management contros; [ o o1 30 b g 5113 one
b. Designate an [Assignment: organization-defined official] to manage 3
management plcy and rocedurs; and
 Review and adote th ot suply chaln sk managemert
e et sl g sen o sl
2 procedures saton. Jond fllow
S Devlop lan formaraing iy chan s asso e with e research nd developmen, design,marfachrio, Qo devry, g,
cpratons and aitenance, ansposa fthefollain sSams st componens or Sse sendces: Acsgrmee:xgazation defined syt
- suopyCran ik Management [ system components, o sstem sercsl a2, e, WA, WIS, P16, L2, LS, RSO, S, AT SAS, |
o  Reew o upiste ol qveny] o reuledto adves hea,orgaizationa -4
o eruronmental ranges; and
et
a. Establish a process or processes to identify and address. ki defi and processes of [Assignment:
arzammtmn—delmed system or system component] in coordination with [Assignment: organization-defined supply chain personnel]; * SR-3(2): LIMITATION OF HARM
s T —— ey el A A s T e AT AT G 12 3465 1305155 55,50, 549, [l ol o st e s g s p—
procsses rom e Isslgenent ettt} and r 01581557 5C 395030, 5C 38,517,516, 5 SR 11 - SR30) SUBTIER FLOW DOWN
< ocument the selecid and Implemented spplchin processs and <ol i Selecion: secrty and priacy lans suply chan sk management e ht th contls nloed n he conacsof we
plan; [Assignr
Document, monitor, and maintain valid provenance of the following systems, system s, and [Assignment - SR-4(4}: SUPPLY GHAIN INTEGRITY — PEDIGREE
SR-4 Provenance systems, S’Vst!m m’mpmmu ‘and assodiated data CM-8, MA-2, MA-6, RA-9, SA-3, SA-8, SI-4 Employ [Assignment: organization-defined controls] and conduct [Assignment: ovgamxanon defined ana\vs\s] to ensure the integrity of the system and system components by|
" . | validating the internal composition and provenance of critical or chnologies,
oy the alwing Operatons oo T e, e CompaneT, o e e
Sh7 Supply Chain Operations Security [Assignment: organization-defined Oj {(OPSEC) controls]. o8 one.
Fomper Resfane 3 Btecton P, PR30 SA T, ST 577,505 SR S5 S0 ST e
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Principle Principle Title Principle Threat Actor Capability/Capabilities Addressed Threat Actor Tactics NIST 800-53 Rev 5 Controls Space Protection Pillar(s) Addressed
(A5 2 best practice the hould establish a conti f qualitative and quantitati
GV-RSK-01  [Adaptive Risk Response & Resource Allocation Function 3 best practice the mission should establish a continuous process of qualitative and qUANTITALVE |y, ¢, ilities Al Tactics PM-9, PM-28, RA-7 Al Pillars.
mission security risk analysis and risk response for the duration of the mission.
Th hould establish and maint: tand accurate data flow di
MI-ARCH-01 | Mission Least Privilege Function ¢ mission shoulc establish and maintain  curent and accufate data flow diagram covering CAP-02: Ability to Discover and Exploit Vulnerabilities TAC-02: Execution AC-4, AC-4(2), AC-4(3), AC-4(6), AC-4(21), CA-3, CA-3(6), 5C-32 MITIGATE
mission essential data flows, including those that pass-through mission-external service providers.
A ARCH02 | ission Eseential Data Frow Faunction The mission should employ the princples of domainseparation and eastprilege for the omboard [ o 0o o 1ACO7: Ltora Morement AC3, AC4, AC6, SA-8(14), SA-17(7), 5C3, 5C-4, 5C6, SC7(20), SCT(2D), | oo
and control. sc39, 5117
5C.7, 5C7(3), SC-7(4), SC7(5), SC-7(9), SC-7(10), SC7(11), SC-7(12),
Th hould establish a mediated hanism that prevents unauthorized t
MI-AUTH-01 [Boundary Protection Function e e oo+ mechanism fhat prevents naufhorlzec 3¢¢es5 1| cap-01: abilty to Access Networks TAC-12: Impact 5C-7(13), SC-7(14), SC-7(15), SC-7(16), SC-7(17), SC7(18), SC-7(19), PREVENT
v P g SC-7(20), SC-7(21), SC-7(22), SC-7(28), SC-7(29)
« CAP-01: Abilty to Access Networks ©TACOL il Access
The mission should ensure only authenticated and authorized personnel, devices, and software are |+ CAP-02: Ability to Discover and Exploit Vulnerabilities : 1A2, 1A3, IA'5, IA-B, 1A-S, IA-10, IA-11, IA-12, PE-2, PE-3, PM-10,
MEAUTH-02 |C and Function ’ ° « TAC-02: Execution PREVENT
allowed to access the space mission system. + CAP-05: Abilty to Affect Cyber/Physical Systems s1-7(15)
« TAC.04: Privilege Escalation
+ CAP-07: Sophistication of Human Influence
AC-4(15), AU-2, AU-3, AU-4, AU-5, AU-6, AU-B, AU-9, AU-14, CM-8(3),
) The mission should incorporate an on-board adversarial actions detection function in ts § RA-5(7), SC-5(3), SC-7(9), SI-3(8), SI-4(1), SI-4(2), SI-4(4), SI-4(10),
MI-DCO-01 | Mission Adversarial Actions Detection Function euirements and enuhion oo (CAP-04: Command and Control Sophistication TAC-01: Inial Access Ty, G2, SA(19) S, ey SLAEy Sra. MITIGATE
51-4(18), S1-4(19), SI-4(20), SI-4(22), S1-4(23), SI-4(24)
AC-4(15), AU-2, AU-3, AU-4, AU-5, AU-6, AU-B, AU-0, AU-14, CM-8(3), RA-
The mission should incorporate fault management bypass protection in its requirements and ' 5(7), SC-5(3), SC-7(9), SI-3(8), SI-4(1), SI-4(2), S-4(4), SI-4(10),
MI-DCO-02 | Mission Fault Management eating e CAP-04: Command and Control Sophistication TAC-01: Inial Access iy, SAC12, SA, St ey St iay Sty RECOVER
51-4(18), SI-4(19), SI-4(20), SI-4(22), SI-4(23), SI-4(24)
MEINTG-01  |Communications Survivability Function The mission should be able to recover from communications jamming and spoofing attempts. (CAP-05: Ability to Affect Cyber/Physical Systems TAC-10: Inhibit Response Function |CP-8, SC-5, SC-8, SC-40, SC-40(1), SC-40(3), S10(3), SI-10(5), SI-10(6) |RECOVER
Th hould be able [ tioning, navigation, and t d [AU-8, CP-8, SC-5, SC-40, SC-40(10), SC-40(3), SI-10(3), 51-10(4), 51-10(5),
MI-INTG-02 |PNT Survivability Function 'e mission should be able to recover from positioning, navigation, and timing jamming an CAP-05: Ability to Affect Cyber/Physical Systems TAC-10: Inhibit Response Function (10) ), ) () ) lrecover
spoofing attempts. si-10(6)
The mission should include intentional disruptions consistent with the mission threat analysis in
MI-MA-01 | Mission Recovery Function omaly d \ response, and plans and designs in the flight segment and ground | CAP-05: Abilty to Affect Cyber/Physical Systems TAC-10: Infibit Response Function | CP-2(5), IR-4, SA-8(24) RECOVER
segment
MIMA-02 |Cyber-Safe State Function The mission should design secure vehicle fault management functions and safe mode operations. | CAP-02: Ability to Discover and Exploit Vulnerabilities TAC-11: Impair Process Control CP-12, 51-17, IR-4(3), IR-4(5) RECOVER
The mission system software updates should be validated as free from malware prior to (CM-41), CW-1(E), CM-14, RA-S, SA-L0(1), SA-10{3), SA-10(4), SA-10(5),
MI-MALW-01 |Mission Malware Protection Function ” > y ° from ! > CAP-05: Ability to Affect Cyber/Physical Systems TAC-02: Execution SA-10(6), SA-L1(1), SA-11(2), SA-11(d), SA-L1(5), SA-11(6), SA-11(8), MITIGATE
deployment, launch, and at defined regular intervals while the mission is in operations.
SA-11(9), 51-2, 51-3, SI-71
ission Software, Programmable Logic Devices. and Frmware (CM-4(1), CM-7(8), CM-14, RA-S, SA-10(1), SA-10(3), SA-10(4), SA-10(5),
MI-MAL-02 [[55100 50T were, P o8 g The mission should establish and verify the integrity of its software images. (CAP-05: Ability to Affect Cyber/Physical Systems TAC-02: Execution SA-10(6), SA-11(1), SA-11(2), SA-11(), SA-11(5), SA-11(6), SA-11(8), MITIGATE
By 5A-11(9), 51-2, 51-3, 5I-7
(CA-8, CM-3(2), CM-3(7), CM-3(8), CM-4, M5, CM-7(), CM-7(5), CM-10,
R-4(10), IR-6(3), MA-3(6), PM-30, PM-30(1), RA-3(1), SR-1, SA-4(3),
MI-SOFT-01 [Software Mission Assurance Function The mission should perform software assurance via established procedures and technical methods. |CAP-02: Ability to Discover and Exploit Vulnerabilities TAC-02: Execution SM(O(;)’ SA—(IS), SA—iSES;, i SA—1(5()8), SA—KIS)(II), 5A(17ij)A—ZO, PREVENT
5A-21, 51-2, 517, SR-9, SR-2, SR-3, SR-3(2)c, SR-3(3), SR-4(4), SR-7
The mission should establish procedures and technical methods to perform end to end testing to
CA-8, CM-3(2), RA-S, RA-5(2), RA-S(3), 5A-3, 5A-4(3), SA-11(1), 5A-11(2),
MI-SOFT-02 [Software and Hardware Testing Function include negative testing (i.c., abuse cases) of the mission hardware and software as it would be in [CAP-02: Ability to Discover and Exploit Vulnerabilities TAC-02: Execution 2 2, RAS(S) (), AU, SATI), i gare
SA-11(4), SA-11(5), SA-11(6), SA-11(8), SA-11()
|an operating state (test as you fly).
The mission should provide the capability for each system to uniquely identify and authenticate | CAP-01: Ability to Access Networks < TACOL: Initial Access
(GR-AUTH-01 [Unique Identifiers for Authentication Funct 1A-2(5), 1A-2(8), 145 PREVENT
nique ldentifiers for Authentication Function users and computing processes acting on behalf of users. + CAP-02: Abilty to Discover and Exploit « TAC.02: Execution S, -2
h hould use only verified identities wh thenticators t tional
kinformed i for ogram Users Function 'e mission should use only verified identities when provisioning authenticators to organizational - | (x5 o5 Apiity to Affect Cyber/Physical Systems TAC-04: Privilege Escalation 1A-4(4), IA-8, 1A-10, PM-10, PS-2, S1-4(19) PREVENT
users and processes acting on behalf of users
The mission should define policy and procedures to ensure that the developed or delivered systems
(GR-AUTH-03  [Secure Workload-to-Workload Authenticator Function do not embed unencrypted static in access scripts, files, | CAP-01: Ability to Access Networks TAC-01: Initial Access 1A5(7) PREVENT
nor store unencrypted static on function keys.
The mission should provide the capability to uniquely identify and authenticate all types of
(GR-DEVA-01 | Computing Device Authentication Function computing devices, including mobile devices and network connected endpoint devices (including | CAP-OL: Abilty to Access Networks TAC-01: Iniial Access A3, 1A-3(1), CM-8 PREVENT
woritations, printers, servers, VolP Phones, VTC CODECs) before establishing a network connection.
The mission should require developers of information systems, system components, or information
system services to enable integrity verification of software and firmware components prior to
elivery and during mission operations.
Each system operated by the mission should provide the capability to verify the integrity of mission- CM-4(1), CM-7(8), CM-8, CM-14, RA-S, SA-10(1), SA-10(3), SA-10(4),
(GR-INTG-01 _[Software and Firmware Integrity Verification Function defined software, firmware, and information. CAP-02: Ability to Discover and Exploit Vulnerabilities TAC-02: Execution SA-10(5), SA-10(6), SA-11(1), SA-11(2), SA-11(4), SA-11(5), SA-11(6), MITIGATE
The mission should provide and employ integrity verification tools to detect unauthorized changes tol SA-11(8), SA-11(9), 51-2, 51-3, SI-7
mission-defined software, firmware, and information.
The mission should define processes and procedures to be followed when integrity verification tools
detect unauthorized changes to mission-defined software, firmware, and information.
Mission operated systems should employ malicious code protection mechanisms:
« at information system entry and exit points
« on system components
« capable of performing real-time scans of files from external sources on endpoints devices and at
|GR-MALW-01 | Malware Protection Function network entry/exit points as the files are downloaded, opened, or executed in accordance with CAP-02: Ability to Discover and Exploit Vulnerabilities TAC-02: Execution AC4(14), ACA(15), CM-11, IR-4(12), RA-S, SC-8(4), SC-18(S), SC-35, SCA4, |\
organizational security policy 513, 517
to detect and eradicate malicious code including those inserted through the exploitation of
information system vuinerabilities
The mission should incorporate the resits from malicious code analysis into organizational incident
response and flaw remediation processes.
Th hould provide the capability for each syst to implement Multi-Fact
GR-MFA-01  [Risk-informed Use of Multi-Factor Function ‘e mission should provide she capability for each system owner to fmplement Mult-Factor CAP-01: Ability to Access Networks TAC-04: Privilege Escalation 1A-2(1), 1A-2(2) PREVENT
of a specific level of assurance.
) The mission should define the indicators of users (including those categorized as privileged users) AC-2(12), AC-2(13), AT-2(2), AT-2(4), CA-2(2), IR-4(6), IR-4(7), IR-4(13),
(GR-MON-01|Unique Identifiers for Authentication Function ! CAP-01: Ability to Access Networks TAC-05: Evasion PREVENT
posing a significant risk in a mission-specific context PM-12, 51-4(19), 51-4(20)
The mission should design for capabilities to detect inappropriate or malicious activity within the | CAP-02: Ability to Discover and Exploit Vulnerabilities « TAC.02: Execution AC-2(3), AC-2(4), AC-2(6), AC-2(11), AC-2(12), AC-2(13), SA-4(3), SA-9(2),
GR-MON-02 [System-based Monit d Alerting Functi MITIGATE
ystem-based Monitoring and Alerting Function mission's systems as soon as possible and provide alerts upon detection. « CAP-03: Ability to Defeat Cryptography and « TAC-05: Evasion s1-4, S1-4(22), S1-4(23)
Th hould provide the capability for each syst to monit tions at th
(GR-MON-03 | Network and Communications Monitoring Function ¢ mission should provide he capability for €ach system owney to monitor commnications at t€ | xp. o4: Command and Control Sophistication TAC-09: Command and Control SC.7, 5C-31, 5114, 51-4(4), S1-4(10), SI-4(11), SI-4(15), SI-4(18) MITIGATE
external boundary of the system and at mission critical internal boundaries within the system
The mission should develop parameters to describe normal activities on the network for accessing
i i i hat all
GR-MON-04 [ Threat Activity Response and Reporting Function 2nd controling mission applications and capabilties in a manner that allows security operations ¢ 1. gy 1o Access Networks TAC-01: Inital Access AU-6, S-4(12), SI-4(14) MITIGATE AND RECOVER
incident response and leadership to make effective decisions about resource allocation and risk
management.
h hould provide the capability for each syst figure th ¥ 2, OM- - - 11, OM-
GR-SOFT-01 [Software Installation Function ‘e mission should provide the capability for each system owner to configure the system to reqife | pp. 0. aplity to Discover and Exploit Vulnerabilities TAC-02: Execution AC-3(12), CM-2, CM-3(3), CM-7(6), CM-7(2), CM-11, CM-11(2), PREVENT

2 user to possess an explicit identified privilege to install software.

CM-11(3). CM-14. §1-7(12). SI-7(15)
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CHANGE REQUEST

(EMAIL COMPLETED FORM TO HQ-DL-Mission-Security-BPG-Feedback@NASA.GOV)

REQUESTOR NAME| |

OFFICE|

EMAIL | |

TYPE OF CHANGE BEING REQUESTED

ADDITION |:| CHANGE |:| IMPLEMENT |:|

PRINCIPLE NUMBER IF AVAILABLE |

CHANGE BEING REQUESTED

If language changes to principle or rationale be explicit in the change being requested and the reasoning (i.e., change the sentence reading “the
cow jumped over the moon” to “the cow while wearing a spacesuit on the lunar surface felt like it could jump over the moon, but bounced along
the lunar surface due to low relative lunar gravity” due to cows not being able to breath in space and would require a spacesuit to do so, and lack
a mechanism to effectively jump over the moon and would simply orbit, as this is not stated in the surrounding paragraph). If the suggestion is to
implement, please provide justification and potential implementation guidance.
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